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(074

Bu calisma, Istanbul’daki hava kirliligi seviyelerinin (PM10, SO2, NO2, NOX ve NO)
makine 6grenmesi ve hibrit yontemlerle tahmin edilmesini amaglamaktadwr. Calismada, T.C.
Cevre Bakanligi’na ait Siirekli Izleme Merkezi'nden 2013-2025 tarihleri arasinda toplanan
4500 veri noktasi kullamilmistir. Veri on isleme asamasinda eksik degerler medyan ile
tamamlanmus, kirleticiler arasi iligkiler korelasyon analizi ve gorsellestirme teknikleriyle
incelenmigtir. Modellemede Lineer Regresyon, Random Forest, SVR, XGBoost, hibrit
(Voting ve Stacking) ve derin ogrenme modelleri test edilmistir. Performans metrikleri
(MSE, MAE, MAPE, R?) kapsaminda en basarili sonuclar XGBoost ve Random Forest 'tan
elde edilmistir. NO tahmininde Random Forest R*=0,96 ile en iyi performansi gésterirken,
SO2 tahmininde tiim modeller diisiik basari sergilemistir. Hibrit modeller, PM10 gibi
karmagik degiskenlerde dengeli tahminler sunarken, derin 6grenme bazi durumlarda asir
ogrenme nedeniyle sumirli kalmigtir. Sonuglar, dogrusal olmayan iliskilerin aga¢ tabanl
modellerle daha iyi yakalandigini, ancak SO2 gibi yiiksek varyansli degiskenlerde ek dzellik
mithendisligi gerektigini vurgulamaktadir. Calisma, hava kalitesi yonetimi igin hibrit
modellerin etkinligini ortaya koymakta ve gelecek arastirmalara meteorolojik veri
entegrasyonu, hiperparametre optimizasyonu ve zaman serisi modellerinin kullanimini
onermektedir.

Received Date:
20.06.2025
Acceptance Date:
18.07.2025

Keywords

Machine Learning, Hybrid
Methods, Air pollution,
PM10, Deep Learning

JEL Codes:
Q53, C45,R15

Similarity Rate: %4

ABSTRACT

This study aims to predict air pollution levels (PM10, SO, NO:, NO,, and NO) in Istanbul
using machine learning and hybrid methods. A total of 4,500 data points collected between
2013 and 2025 from the Continuous Monitoring Center of the Ministry of Environment of
the Republic of Turkey were used. During the data preprocessing phase, missing values were
imputed using the median, and the interrelationships among pollutants were examined
through correlation analysis and visualization techniques. The modeling phase involved
testing various approaches including Linear Regression, Random Forest, Support Vector
Regression (SVR), XGBoost, hybrid models (Voting and Stacking), and deep learning
models. According to performance metrics (MSE, MAE, MAPE, and R?), XGBoost and
Random Forest yielded the most accurate results. For NO prediction, Random Forest
achieved the best performance with R?> = 0,96, whereas all models showed limited success
in predicting SO: levels. While hybrid models provided balanced predictions for complex
variables such as PMI10, deep learning models were occasionally constrained due to
overfitting. The findings indicate that tree-based models are more effective in capturing non-
linear relationships; however, additional feature engineering is required for high-variance
variables like SO:. Overall, the study demonstrates the effectiveness of hybrid models in air
quality management and suggests the integration of meteorological data, hyperparameter
optimization, and the adoption of time series models for future research.

Atif / Citation: Metin, S. (2025). Hava Kirliligi Degerlerinin Makine Ogrenmesi Ve Hibrit Yontemler fle Tahmini:
Istanbul Ornegi. Malatya Turgut Ozal Universitesi Isletme ve Yonetim Bilimleri Dergisi, 6(2),190-203.
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1. GIRIS

Hava kirliligi, atmosferdeki baz1 zararli maddelerin belirli bir konsantrasyonu asmas1 olarak
adlandirilmaktadir (Bai vd., 2018). Bu maddeler, insan saglig1, hayvanlar, bitkiler ve genel olarak
gevre lizerinde olumsuz etkilere neden olabilir. Hava kirliligine, volkanik patlamalar, orman
yangimlart gibi dogal olaylarinda etkisi olmakla beraber en yogun etki insan kaynakli
faaliyetlerden meydana gelmektedir. Ozellikle 18. yiizyilda sanayi devrimi ile birlikte komiir ve
petrol gibi fosil yakitlarin yogun bir sekilde kullanilmasi sonucu hava kalitesinde diismeler
baslamistir. 1952 yilinda Londra’da meydana gelen "Biiyiik Sis" olay1, kdmiir yakitinin ¢ok yogun
bir sekilde kullanilmasindan kaynaklanan 6liimciil bir hava kirliligi olayiydi. Biiyiik Sis bes giin
stirdii ve 4.000 ila 12.000 arasi kiginin 6liimiine yol agtig1 tahmin ediliyordu. Bu olay iilkelerin
hava kirliligine bakisini da degistirdi (Polivka, 2018). Bu olaydan sonra Londra’da ilk kez komiir
kullanimina kisitlamalar uygulanmstir (Kili¢ vd., 2014). 1990 yilindan bu yana megakentlerin
hizla genislemesi, sanayi iiretiminin kiiresellesmesi, pestisit ve toksik kimyasallarin artmasi ve
motorlu tasitlarin daha fazla kullanimi nedeniyle ¢evresel hava kirliligi kaynakli 6liimler diinya

genelinde artmaktadir ve bu artiglar, en hizli sanayilesen iilkelerde goriilmektedir (Brunekreef &
Holgate, 2002).

Gunimiizde diinyanin ¢ogu yerinde hava kirliligi ¢ok daha karmasik bir sorun haline gelmistir.
Sanayi, tarim, enerji lretimi ve ulagim gibi faaliyetler, hava kalitesini etkileyen c¢ok sayida
kirleticinin atmosfere salinmasina neden olmaktadir. Temel olarak hava kalitesini diisiiren
etkenler iki gruba ayrilmaktadir (Partigdo¢ & Cubukgu, 2017). Birinci grup kati partikiiller olarak
da adlandirilan PM10 ve PM2.5tiir. ikinci grup ise karbon dioksit (CO,), karbon monoksit (CO),
metan (CH4), azot oksitler (NOX), kiikiirt dioksit (SO2), amonyak (NH3) ve ozon (O3) gibi gazlar
ve kimyasal maddelerden olusmaktadir. ABD Cevre Koruma Ajansi (EPA), bes biiyiik hava
kirleticisi olan Ozon (O3), PM2.5 ve PM10 dahil olmak iizere partikiil kirliligi, karbon monoksit
(CO), kiikiirt dioksit (SO,) ve azot dioksit (NO,) i¢in bir Hava Kalitesi Indeksi(AQI) seviyesi
belirlemislerdir (Horn & Dasgupta, 2024). Bu kirleticilerden PM10 ve PM2.5; havadaki sivi
damlaciklar ile parcaciklarin karisimi partikiil maddeyi olusturur. PM10, 10 mikrondan kii¢iik
veya ona esit bir boyuta sahip parcaciklardir, PM2.5 ise 2.5 mikrondan kiigiik veya ona esit bir
boyuta sahip ultra ince parcaciklardir (Zeydan, 2021). PM 10, oksitlerden ve toz pargaciklarindan,
PM2.5 ise karbonlardan, siilfatlardan, nitratlardan ve silikattan olusur (Chew vd., 2020). Bu
partikiiller solundugunda solunum sisteminin daha derinlerine niifuz ederek astim, 6ksiiriik gibi
solunum yolu rahatsizliklarina neden olabilmektedir. ABD-EPA'ya gore 24 saat icin gilivenli
maruz kalma seviyeleri PM10 i¢in 0-54 pg/m?® ve PM 2.5 i¢in 0-12 pg/m?*’diir. Karbon Monoksit
(CO), karbon igeren yakitlarin eksik yanmasi sonucu dretilir. Kentsel yerlesim yerlerinde, benzinli
araglar en 6nemli CO iireten kaynaklardir (Georgoulis vd., 2002). CO gazina maruz kalmak,
insanlarda karbonmonoksit zehirlenmesine, goglis agrisina, kalp rahatsizliklarina, zihinsel
yeteneklerin azalmasina, gorme bozukluklarina neden olur. ABD-EPA'ya gore giivenli maruz
kalma o6lg¢iisti 8 saat i¢in 0-9,4 ppm’dir. Ozon(O3), Diinya'nin hem {ist atmosferinde (stratosfer)
hem de yer seviyesinde bulunan bir gazdir. Stratosferik ozon, ultraviyole 1sinlara karsi bir bariyer
islevi gordiigii icin iyi olarak kabul edilirken, troposferde ve yer seviyesinde, giines radyasyonu
ve ozon Onciillerini i¢eren bir dizi karmasik fotokimyasal reaksiyon yoluyla olusan ikincil bir
hava kirletici olmakla birlikte 6nemli bir sera gazi olarak, iklim degisikligine de sebep olmaktadir
(Zoran vd., 2020). Os, endiistrilerden, otomobil emisyonlarindan, benzin buharlarindan,
¢oziiciilerden, kimyasallardan ve elektronik cihazlardan salinir. Os, insanlar tarafindan asirt
solundugunda, akciger fonksiyonunda azalma, solunum yollarinda iltihaplanma ve gozlerde,
burunda ve bogazda tahrise sebep olmaktadir. ABD-EPA'ya gore Os igin 8 saatte giivenli maruz
kalma seviyesi 0-0,054 ppm'dir. Azot Dioksit (NO,), diinya genelinde kentsel hava kirleticiler
arasinda en yaygin olanidir. NO; igeren havay1 solumak, insan solunum sisteminde tahrise neden
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olabilir. Diinya Saglik Orgiitiiniin tanimladig1 NO, konsantrasyon limiti, yillik ortalamalar igin
yaklagik 10 pg/m?® ve gilinliik ortalamalar i¢in 25 pg/m?'tiir (Amritha vd., 2024). NO», otomobil
emisyonlari, elektrik tiretimi, yakit yakimi, fosil yakit yanmasi ve ¢esitli endiistriyel prosesler
sonucu ¢evreye salinir. Kiikiirt Dioksit (SO;), dogas1 geregi asidik ve asindiricidir ve atmosferde
diger bilesiklerle reaksiyona girerek siilfiirik asit ve diger kiikiirt oksitleri olusturabilir. SO>'nin
ana kaynaklari, kiikiirt igeren malzemeleri isleyen endiistriyel faaliyetlerdir. Dogal kaynaklar
arasinda volkanlar, okyanuslar, biyolojik bozulma ve orman yanginlarindan salinimlar bulunur.
SO,'ye maruz kalmanin temel yolu solunmadir ve solunan kiikiirt dioksitin %90'a kadar1 burunda
emilir (Thriel vd., 2010). SO,, insanlarda solunum rahatsizligina, astima, gz, burun ve bogaz
tahrisine, hava yollarinda iltihaplanmaya ve kalp hastaliklarina neden olur. Hava kirleticilerinin
maruz kalma stirelerine ait risk degerleri Tablo 1’te verilmistir.

Tablo 1. Hava Kirleticilerine Maruz Kalma Risk Araliklar

. } PMI10  PM25 co
Risk Aralig: (ug/m3)  (ug/m3) (ppm) SO: (ppb) NO:(ppb) Os (ppm)
Risksiz 0-54 0-12.0 0-4.4 035 0-53 0-0.54
Az Riskli 55-154 121354 4594 3675 54-100 0.055-0,070
Ef‘sslfﬁs Gruplalgin 55 754 355554 95124 76185 101360 0,071-0,085
Riskli 255354 5551504 12.5-154 186304 361649  0.086-0.105
Yaygm Risk 355424 15052504 155304 305-604  650-1249 _ 0.106-0.200
Tehlikeli 425604 25055004 30.5-504 605-1004  1250-2049 —

Bu ¢aligmanin amaci, makine dgrenmesi ve derin 6grenme yontemlerini kullanarak temel 5 hava
kalitesini diisiiren maddelerin giinliik degerlerini tahmin etmektir. Kullanilan modeller ile elde
edilen sonuglar1 kapsaminda ileriye doniik halk sagligi acisindan olusabilecek riskler 6nceden
tahmin edilip gerekli Onlemlerin alimmas1 i¢in yoneticilere karar vermelerinde yardime1
olabilecektir. Calismanin diger ¢alismalardan farki ise, PM10, SO,, NO,, NOx ve NO degerlerinin
tahmininde hibrit modeller kullanilmistir. Makalenin ikinci boliimde, konu ile ilgili literatiir
taramas1 yapilnustir. Uciincii boliimde ¢alismaya ait veri ve yontemler hakkinda bilgi verilmistir.
Dordiincii boliimde, ¢alismadan elde edilen bulgular ait bilgiler ile yorumlar1 verilmistir. Son
boliimde ise sonug ve 6neriler bulunmaktadir.

2. LITERATUR TARAMASI

Literatiir incelemesi yapildiginda hava kirliligi ile bir¢ok ulusal ve uluslararasi ¢alismalarin
yapildigi gorilmiistir.

Kurt vd. (2008), bu ¢alismada, Istanbul Bélgesi i¢in ¢evrimigi bir hava kirliligi tahmin sistemi
gelistirilmistir. Sistem, sinir aglar1 kullanarak ii¢ hava kirliligi gostergesi SO,, PM10 ve CO
seviyesini tahmin etmek i¢in kullanilmistir. Kilig vd. (2014), Bogazlar ve Marmara Denizi’ni
kapsayan bolgede gemi trafiginin NOx ve SO, emisyonlart arasindaki iligkiyi incelemisglerdir.
Calismada %50’ye varan artisa sebep olduklarini belirlemislerdir. Domanska & Wojtylak (2014),
makalede, PM10, SO,, Os i¢in emisyon konsantrasyonlarini tahmin model Onerilmiglerdir.
Onerilen model (e-APFM), Hava Kirliligi Tahmin Modeli'nin (APFM) bir uzantisidir. Onerilen
modelin deneysel dogrulamasi, Polonya'daki Meteoroloji ve Su Yonetimi Enstitiisii'nden alinan
veriler iizerinde iki yillik bir siire boyunca (Ocak 2011 ile Aralik 2012 arasinda) yiiriitiilmistiir.
Deneyler, e-APFM yo6nteminin 6l¢iilen ve 6ngoriilen konsantrasyonlar arasinda APFM yontemine
kiyasla ilk giin i¢in benzer sapmalara sahip oldugunu, ikinci ve li¢iincii giin (giinliikk degerler igin)
icin ¢cogunlukla daha ké&tii oldugunu gdstermistir. Glimiis vd. (2015), bu calismada, Marmara
bolgesinde 6l¢iim istasyonlarindan elde edilen PM10 ve PM2.5 degerleri iizerinde istatiksel
analizler yapilmigtir. Uygulana t-testi ve Anova sonuglar1 incelendiginde kirsal kesim 6l¢iim
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istasyonlarinin 6l¢iim degerleri benzer ¢ikarken kentsel yerlesim alanlarindaki 6l¢iim degerlerinin
sanayilesme, trafik ve niifus yogunlugundan etkilenmesi sonucu farklilik gosterdigi tespit
edilmistir. Yilmaz (2018), Manisa iline ait 2009-2017 yillar1 arasindaki verilerdeki PM10
degerlerinin degisimleri incelenmis ve PM10 degerinin riizgar hiz1 ile olan iligkisini belirlemek
icin bir regresyon denklemi olusturulmustur. Giiltepe (2019), calismada Kastamonu iline ait hava
kirliligini tahmin etmek i¢in Min-Max normalizasyon teknigi ile birlikte YSA, Lineer Regresyon,
Lojistik Regresyon, Bayes Agi, K-En Yakin Komsu, Rastgele Orman ve Karar Agaci yontemleri
kullanilmistir. Calisma sonucunda, Karar Agaci ve Rastgele Orman yontemleri %99’ luk dogruluk
oranina ulagmistir.

Tiitmez (2020), PM10 analizleri igin istatiksel 6grenmeye dayali Elastic-net, Lasso ve Ridge
algoritmalarin1 kullanmigstir. Modellerin basar1 oranlar1 karsilastirildiginda elastic-net modeli en
uygun model olarak tespit edilmistir. Altunkaynak vd. (2020), KNN algoritmasi i¢in veri 6nigleme
adiminda dalgacik doniisiim teknigi kullanilarak 2016-2018 yillar1 arasinda Erzincan ili igin elde
edilen 651 6l¢iim degerinden hava kirliligi tahmini yapmuslardir.

Aladag (2023), hava kirliligi tahmini i¢cin ARIMA ile Ampirik Mod Ayristirmas1 (EMD)’den
olusan hibrit bir model 6nermistir. Olusturulan EMD-ARIMA yo6ntemi ile Van iline ait 2019-2020
kis donemini PM10 ve SO, degerlerinden tahminler yapilmustir. Bulgular EMD-ARIMA
yonteminin tahmin yeteneginin yiiksek oldugunu gdstermistir. Can & Ozsoy (2023), Karabiik
ilindeki hava kirliliginin tespit etmek i¢in yeni bir cihaz tasarlanmislardir. Cihazdan elde edilen
veriler Uizerinde farkli istatiksel analizler yapmislardir. Analiz sonuglarinda PM2.5, SO,, NOx ve
CO degerlerinin olglim araliklar1 boyunca ¢ok farklilastiklar1 belirlenmistir. Bage1 (2023), bu
calismada, Van ilindeki PM10 seviyeleri incelenmistir. Yontem, lognormal, Weibull ve Gamma
dagilimlar1 kullanilarak modellenmistir. Elde edilen sonuglara gére Gamma dagiliminin Van
ilindeki PM10 konsantrasyonlarinin modellenmesinde diger iki dagilimdan daha iyi performans
gosterdigi ve asim degerlerini dogru bir sekilde tahmin ettigi gorilmiistiir.

Petri¢ vd. (2024), PM10, NO, NO» ve O; gibi kentsel ortamlarda yaygin olarak izlenen hava
kirleticilerinin saatlik konsantrasyonlarini modellemek i¢in LSTM, CNN ve MLP yontemleri
kullanilmistir. Caligmasini sonucunda Avusturya'nin Graz kentindeki bes sahada saatlik NO, NO,,
PM10 ve O; degerleri i¢in 0,83 ila 0,87 arasinda degisen R2 katsayilarina ulasan dogruluk elde
etmislerdir. Ramadan vd. (2024), Nesnelerin Interneti (IoT) sensorleri ve Al yaklasimlari
tarafindan desteklenen sistemler araciligiyla toplanan NH3, CO, NO,, CH4, CO», SO», O3, PM2.5
ve PM10 ger¢cek zamanli verilerinden kirlilik seviyelerini tahmin etmek i¢in LSTM, Random
Forest ve Lineer Regresyon modellerini kullanmiglardir. LSTM modeli, sicaklik ve nem tahmini
icin %99'luk bir varyasyon katsayisi (R2) ve 0,33'liik bir ortalama mutlak yiizde hatasi (MAE)
elde etti. PM2.5 icin, Random Forest modeli digerlerinden daha iyi performans gostererek
%84'liik bir R2 ve 10,11'lik bir MAE degeri elde etmistir. Yang vd. (2024), Kalman filtreleme
teknigini kullanarak ve mevsimsel kapili tekrarlayan birimler (SGRU) derin 6grenme modelini
kullanarak Tayvan'daki hava kirliligi seviyelerini tahmin etmek igin etkili bir yontem
onermiglerdir. Bu c¢alismada, 2005 ile 2021 yillar1 arasinda Tayvan'daki cesitli izleme
istasyonlarindan elde edilen Azot Dioksit (NO;) ve Kiikiirt Dioksit (SO») degerleri kullanilmistir.
Onerilen SGRU modeli, Shanhua'da azot dioksit i¢in 0.006'lik en diisiik MAPE degerini, Keelung
icin 1,08'lik en yiiksek degeri ve Taitung'da kiikiirt dioksit i¢in 0.005'lik en diisiik degeri, Cianjhen
icin 2,47'lik en yiiksek degeri elde etmistir. Ergin vd. (2024), 6 Subat 2023 Kahramanmaras
depreminden en fazla etkilenen Kahramanmaras, Gaziantep, Hatay, Malatya ve Adiyaman
illerinin PM 10, PM 2.5, SO,, NO, NO», NOx, CO ve O; degerlerini 2022 Subat, Mart, Nisan ve
2023 Subat, Mart, Nisan aylarina gore kiyaslayarak i¢in depremin partikiiler madde miktarlarinin
artist lizerinde arastirmiglardir. Sonuglar 6l¢iim yapilan bazi istasyonlarda degerlerde artis
oldugunu gostermistir. Balcilar (2024), Eskisehir 'in 2023 yilindaki PM10, PM2.5 ve SO,
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verilerini inceleyerek degerlerin sinirlar {izerinde oldugunu belirlemistir. 3 farkli istasyondan
alan verilerin konumlarma gore analizler yapildiginda istasyonlarm bulundugu konumdaki
trafik ve kentlesme yogunlugunun bu degerler lizerindeki dogrudan etkisi gozlenmistir. Oguz &
Pekin (2024), PM10, SO,, NO», NOx kirletici konsantrasyonlarini tahmin etmek i¢in dnceki saatin
sicaklik, bagil nem, riizgar, basing ve hava kirletici 6l¢timlerini dikkate alarak gelistirilen MLPNN
modeli ile tahmin yapilmistir. Sonuglar degerlendirildiginde yontemin basarili oldugu tespit
edilmistir.

3. MATERYAL VE METOT

Halk saglig1 acisindan riskli olan hava kirleticilerinin glinliik degerlerini tahmin etmek amaciyla
gergeklestirilen bu ¢alismada, dncelikle tahminlerin yapilacagi bolge belirlenmistir. Bu kapsamda
niifusun en yogun oldugu il olarak Istanbul secilmistir.

3.1. Verilerin Toplanmasi

Calismada kullanilan veri seti T.C. Cevre, Sehircilik ve iklim Degisikligi Bakanlig1 ait Siirekli
Izleme Merkezi Veri Bankasi (SIM)’den cekilmistir. SIM veri taban1 uygulamasinda bulunan
filtreleme segeneklerinden Istasyon Grubu Marmara THM, Sehir Istanbul, Istasyon Kandilli-
MTHM ve 6l¢ii parametreleri olarak da PM10 (ug/m3), SO, (ug/m3), NO: (ng/m3), NOx (ug/m3)
ve NO (ug/m3) segilerek 15.01.2013-10.05.2025 tarihleri arasindaki toplam 4500 veri sistemden
cekilmistir.

3.2. Veri Analizi

Verilerin analizi i¢in Python programlama dili kullanilmistir. Python programlama dili, 6zellikle
derin 6grenme ve makine 0grenmesi uygulamalari i¢in gelistirilen TensorFlow, Keras, PyTorch
ve Scikit-learn gibi giliglii kiitiiphaneler, model kurulumundan egitimine, hiperparametre
ayarlamasindan model degerlendirmesine kadar tiim siireci sistematik ve esnek bir bigimde
yonetmeye olanak tanimaktadir. Agik kaynakli yapisi, veri isleme ve gorsellestirme igin Pandas,
NumPy ve Matplotlib gibi kiitliphanelerle entegre ¢alismasi, arastirmacilara ugtan uca ¢éziim
imkan1 saglar.

Veri analizi i¢in gelistirilen iki hibrit yontem kullanilmistir. Birinci olarak, Voting Hybrid
Regressor (Oylama Tabanli Hibrit Regresyon) modeli kullanilmistir. Bu model, birden fazla
regresyon modelinin tahmin sonug¢larinin ortalamasini alarak nihai sonucu iiretir. Bu yontem,
bireysel model hatalarin telafi ederek genelde daha dengeli ve istikrarli tahminler iiretir. Ikinci
yontem ise, Stacking Hybrid Regressor (Yiginlama Tabanli Hibrit Regresyon)dir. Stacking, farkli
regresyon modellerinin tahmin ¢iktilar1 bir araya getirilerek, bu ¢iktilar {izerine ikinci bir model
(meta-model) egitilmesidir. Meta-model, hangi temel modelin hangi kosullarda daha iyi
calistigini 6grenerek nihai tahmini {iretir. Bu modelin avantajlari, karmasik iligkileri daha iyi
yakalar ve genelde en yiiksek dogruluk oranlarini saglar. Hibrit modelleri olusturmak i¢in
Random Forest, Support Vector Regression, Lineer Regresyon ve XGBoost modelleri
birlestirilerek olusturulmustur. Ayrica derin 6grenme yontemi de tahmin i¢in kullanilmustir.

Random Forest (RF), bir ensemble 6grenme algoritmasidir ve birden ¢ok karar agacinin bir araya
gelerek daha giiclii bir model olusturmasini saglar. RF, her bir karar agacini bagimsiz olarak egitir.
Agaglar, belirli bir veri seti lizerinde egitilirken, hem verilerden rastgele alt kiimeler alinir hem de
verinin her bir 6zelligi i¢in rastgele secim yapilir. Karar agaclar her diigiimde Gini veya entropi
gibi 6l¢iitler kullanilir. Hesaplama i¢in kullanilan yontemler Denklem 1ve 2’de verilmistir.

Gini(D) =1 - Y5, p? (1

Entropy(D) = — ¥, pilog, (psy 2)
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Lineer Regresyon (LR), istatistiksel ve makine 6grenmesi alanlarinda en yaygin kullanilan ve
temel yontemlerden biridir. Amaci, bagimli bir degisken ile bir veya daha fazla bagimsiz degisken
arasindaki dogrusal iliskiyi modellemektir. LR, bir dogrusal fonksiyon kullanarak verileri
modellemeye calisir. LR modelinde, bagimsiz degiskenler x1, x2,...,xn ile bagimli degisken y
arasindaki iligki dogrusal olarak kabul edilir ve genel formiilde Denklem 3’deki sekilde yazilir.

Yy =Po+ P1xy+ Paxy + 4 Ppxy + € (3)

XGBoost, gradient boosting algoritmalarinin en verimli ve giiclii versiyonlarindan biridir. Bu
algoritma, her adimda hatayr minimize ederck bir model insa eder. Her yeni model, onceki
modelin hatalarini diizeltmeye ¢alisir. XGBoost, karar agaglar ile ensemble bir model olusturur.
Her agag, dnceki agaclarin hatalarin1 6grenir. Her agag i¢in optimize edilmis formiil Denklem
4’de verilmistir.

fe () = froa(x) + 0. Af (%) 4)

Support Vector Regression (SVR), Support Vector Machines (SVM) algoritmasinin regresyon
versiyonudur. SVR, dogrusal olmayan iliskilerde bile iyi performans gosterebilir. SVR, verileri
yiiksek boyutlu bir uzaya yansitarak dogrusal olmayan iliskileri dogrusal hale getirir. SVR, bir
dogrusal regresyon modeline benzer sekilde calisir, ancak amacglanan hedef, , tahmin edilen deger
ile gergek deger arasindaki hatanin, belirli bir epsilon degeri ile sinirli olmasini saglamak ve hata
terimini minimize etmektir. SVR'nin basarisi, kernel fonksiyonlar kullanarak dogrusal olmayan
veri noktalar1 i¢in de basarili tahminler yapabilmesindendir. Kernel fonksiyonu genellikle
Denklem 5°de verilen RBF (Radial Basis Function) kullanir.

[|lx—x

K(x,x") = exp(— TZI”) (5

Derin 6grenme (Deep Learning) modelleri, cok katmanli yapay sinir aglar1 kullanarak karmasgik
veri iligkilerini 6grenmeyi amaglar. Derin 6grenme modelleri, 6zellikle biiyiik veri setlerinde ve
yiiksek dogruluk gereksinimlerinde olduk¢a basarilidir. Her bir katman, bir dogrusal iliskiyi
modelleyerek belirli bir aktivasyon fonksiyonu tizerinden geger. Derin 6grenme modelinin genel
formiilii Denklem 6’daki gibidir.

y=f(Wo. f(Wy.X + by) + b3) (6)
X: Girdi verisi
W1, W2 : Agirliklar
bl, b2: Bias terimleri
f: Aktivasyon fonksiyonu
y: Cikt1

Bu formiil, her katman igin hesaplamalari temsil eder. Ik katmanda, giris verisi agirliklarla
carpilir, bias eklenir, ardindan aktivasyon fonksiyonu uygulanir. Sonraki katmanlar i¢in ayni islem
tekrarlanir ve sonunda tek bir siirekli deger elde edilir.

Makine 6grenmesi modelleri ile olusturulan hibrit modellere ait akis diyagrami Grafik 1’de
verilmistir.
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Grafik 1. Model Akis Diyagram
4. BULGULAR VE TARTISMA

Bu béliimde ilk olarak veri setini uygulanacak modellere uygun hale getirmek i¢in gerekli veri 6n
isleme adimlar1 uygulanmistir. Makine 6grenmesi ve derin 6grenme yontemleri eksik veri setleri
tizerinde istenilen sonuglar1 vermemektedir. Bunu i¢in 6ncelikle elde edilen veri seti igerisindeki
eksik verilerin 6n islemeden gegirilmesi gerekmektedir. Veri setini olusturan parametrelere ait
eksik veri sayist Tablo 2’de verilmistir.

Tablo 2. Veri Seti I¢indeki Eksik Veri Sayist

Parametreler Eksik Veri Sayisi
PM10 (ng/m?) 284
SO, (ng/m?) 366
NO; (pg/m?) 243
NOx (pg/m?) 514
NO (pg/m?) 368

Tablo 2, incelendiginde veri setini olusturan parametrelerdeki veri eksikligi fazla oldugundan
eksik verilerin silinmesi yontemi yerine verilerin tamamlama islemi yapilmistir. Eksik veriler
Ortanca (median) yontemi ile tamamlanmistir. Ortanca (median) yontemi, bir veri kiimesindeki
degerler kiiciikten biiylige siralandiginda tam ortada kalan degeri alir. Verilerin merkezi egilimini
temsil eder ve aykir1 degerlerin etkisine kars1 dayaniklidir. Bu 6zelliginden dolay1 bu yontem
eksik veri tamamlamada tercih edilmistir.

Grafik 2’de, kirleticilerin PM10, NOx, NO, NO», SO, arasindaki ¢ift degiskenli iligkileri ve her
bir degiskenin tek degiskenli dagilimini gostermektedir. Tek Degiskenli Dagilim grafiklerin
diyagonalinde, her kirleticinin konsantrasyonunun frekans dagilimi verilmistir. Cift Degiskenli
[liskiler (Scatterplotlar), iki degisken arasindaki potansiyel dogrusal veya dogrusal olmayan
iligkileri incelemeye olanak saglar. Grafik 2 incelendiginde PM10 ile NOx, NO, NO, arasinda
pozitif bir iliski oldugundan PM10’un azot oksitlerle benzer kaynaklardan etkilenebilecegini
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gostermektedir. Bunun ile birlikte PM10 ve SO, arasindaki iligki daha zayif oldugundan bu iki
maddenin farkli kaynaklardan veya atmosferik siire¢lerden etkilendigini gostermektedir.

PM10

NOX

NO

.
- ?,i!” .,. = ;} q
5 %> s s ."
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v L J L ]
e =@ Jesay

Al O] £35S
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Grafik 2. Kirleticiler Arasindaki Konsantrasyon Iliskisi

PM10, NOx, NO, NO,, SO; kirlilik degerleri arasindaki iligkileri gosteren korelasyonlar Grafik
3’de verilmistir. Grafik 3, hava kalitesi parametreleri arasindaki iliskileri anlamak i¢in 6nemlidir.
Orta ve yiiksek korelasyonlar, bilesiklerin benzer kaynaklardan salindigim1 veya birbirleriyle
kimyasal etkilesimde bulundugunu gosterir. Grafik 3’deki korelasyon degerleri incelendiginde
PM10, NOx (0,59), NO (0,62) ve NO, (0,61) ile orta derecede pozitif bir korelasyon sahip
oldugunu gostermektedir. Bu, PM10 konsantrasyonlarimin bu gazlarla iliskili oldugunu, ancak
birebir nedensellik iliskisi olmadigin1 gosterir.
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S 0.8
=
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Grafik 3. Kirlilik Degerleri Arasindaki Korelasyon

Calismada kullanilan her bir modele ait sonuglarin ayr1 ayri ve birlesik modellerin
performanslarmi 6lgmek i¢in denklem 7,8,9,10 ve 11°deki matematiksel formiiller kullanilmustir.

1 ~
MSE =~ XL, (i — 9i)° (7
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1 -
MAE = —¥i_1 [y = 9l ()
100 Yi—Ji
MAPE = 2y, 2 ©)
2 =1 — 2= (im90*
RT=1 Y i=yi)? (10)
Accuracy(%)=100-MAPE (11)

Mean Squared Error (MSE), tahmin edilen degerler ile gercek degerler arasindaki farklarin
karesinin ortalamasini ifade eder. Diisitk MSE, modelin daha iyi tahmin yaptigini gdsterir. Mean
Absolute Error (MAE), tahmin edilen ve gergek degerler arasindaki farklarin ortalamasini ifade
eder. Daha diisiik MAE, tahminlerin daha dogru oldugunu gosterir. Mean Absolute Percentage
Error (MAPE), gergek degerlere kiyasla tahmin hatasinin yiizdesini ifade eder. MAPE degerinin
diisiik olmas1 modelin daha iyi performans gosterdigini ifade eder. R? (Determinasyon Katsayisti),
modelin veri varyansini ne kadar agikladigini gosterir. 1'e yakin bir R? degeri, modelin ¢ok iyi bir
performans gosterdigini ifade eder. Accuracy (Dogruluk Yiizdesi), tahminlerin ne kadar dogru
oldugunu yiizdelik olarak ifade eder.

Tablo 3 incelendiginde PM10 tahmininde en iyi sonucu Derin Ogrenme modeli elde etmistir
(R*=0,55), ancak dogruluk yiizdesi VotingHybrid modeline gore daha diigiiktiir. Bu fark, derin
o6grenme modelinin karmasik yapisindan kaynakli olarak asir1 uyum (overfitting) yapma
egiliminden kaynaklanabilir. VotingHybrid (R?=0,55, %74,81 dogruluk) ise daha dengeli bir
modelleme kapasitesi sergileyerek istatistiksel olarak da tutarli sonuglar iiretmistir. Linear
Regression en diisiik basariy1 gosteren yontemdir; bu durum, PM10’un dogrusal olmayan dagilim
yapisina sahip olabilecegine isaret etmektedir. SVR modeli ise diisiik MAPE orani ile kisa vadeli
tahminlerde daha iyi performans gosterebilir.

Tablo 3. PM10 Degeri icin Model Tahmin Performans Degerleri

Model MSE MAE MAPE R2 Accuracy (%)
LinearRegression 182,58 9,09 27,79 0,48 72,20
RandomForest 166,96 8,72 26,59 0,52 73,40
SVR 184,87 8,64 25,24 0,47 74,75
XGBoost 164,94 8,48 25,75 0,53 74,24
VotingHybrid 157,69 8,34 25,19 0,55 74,80
StackingHybrid 157,87 8,41 25,66 0,55 74,33
DeepLearning 156,63 8,56 27,20 0,55 72,79

SO2 tahmininde tiim modellerde basar1 diisiiktiir; Tablo 4’de en yiiksek R2 degeri Derin Ogrenme
modeli tarafindan elde edilmistir (R*=0,33). Random Forest ve XGBoost gibi gii¢lii algoritmalar
dahi bu degiskende diisiik dogruluk gostermistir. Bu durum SO2 verisinin yiiksek varyansa sahip
olmasi, eksik veri problemleri veya mevsimsel etkilerin yeterince temsil edilmemesinden
kaynaklaniyor olabilir. Hibrit modeller de burada klasik modellere yakin performans gostermis,
beklenen ustiinliigii saglayamamistir. Bu nedenle, SO2 tahmini igin ileri diizey 06zellik
miihendisligi, digsal faktorlerin (meteorolojik degiskenler vb.) entegrasyonu énemlidir.
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Tablo 4. SO; Degeri i¢in Model Tahmin Performans Degerleri

Model MSE MAE MAPE R2 Accuracy (%)
LinearRegression 33,50 3,64 54,97 0,29 45,02
RandomForest 36,07 3,71 55,58 0,24 44 .41
SVR 35,86 3,55 47,28 0,24 52,71
XGBoost 35,43 3,71 55,46 0,25 44,53
VotingHybrid 34,15 3,55 51,52 0,28 48,47
StackingHybrid 33,24 3,58 53,88 0,30 46,11
DeepLearning 31,66 3,56 56,12 0,33 43,87

Tablo 5°deki degerlere goére NO, tahmini agisindan en yiiksek basariyt XGBoost modeli elde
etmistir. Bu modelin R? skoru 0,772, MAPE degeri %21,58, ve dogrulugu %78,41 olarak
kaydedilmistir. Bunu sirastyla Random Forest (R?*: 0,746) ve StackingHybrid (R* 0.769) takip
etmistir. Bu i modelin benzer performans gostermesi, NO2 verisinde agag tabanli yontemlerin
giiclii dznitelik O6grenme kabiliyetinin etkili oldugunu gostermektedir.  Ozellikle Linear
Regression modelinin diisiik R? degeri (0,518) ve yiiksek MAPE degeri (%42,5) ile basarisiz bir
performans sergilemesi, verinin dogrusal olmayan yapilar igerdigini ve bu nedenle basit dogrusal
iliskilerle modellemenin yetersiz kaldigin1 ortaya koymaktadir. SVR ise orta diizeyde bir
performans gostermistir (R%: 0,67), ancak dogrulugu %68,77 ile XGBoost’a kiyasla daha
disiiktiir. Hibrit modellerden VotingHybrid ve StackingHybrid, temel modellerin basarilarin
ortalamaya alarak istikrarli bir genel performans sergilemistir.

Tablo 5. NO; Degeri icin Model Tahmin Performans Degerleri

Model MSE MAE MAPE R2 Accuracy (%)
LinearRegression 169,10 9,43 42,52 0,51 57,47
RandomForest 88,82 5,62 21,58 0,74 78,41
SVR 114,19 7,42 31,22 0,67 68,77
XGBoost 79,92 5,58 21,58 0,77 7841
VotingHybrid 85,41 5,93 23,85 0,75 76,14
StackingHybrid 80,77 5,70 22,44 0,76 77,55
DeepLearning 83,44 5,37 21,54 0,76 78,40

Tablo 6’da NOx tahmininde en yliksek basar1 yine XGBoost modeline aittir. R? skoru 0,84 ve
dogrulugu %78,70 ile bu model, karmasik iliskilere sahip NOx verisinde 6ne ¢ikmistir. Onu ¢ok
yakin performansla Random Forest (R* 0,83) ve StackingHybrid (R* 0,84) takip etmistir. Bu
sonuglar, XGBoost’un yiiksek dgrenme kapasitesi ve genel hatalar1 minimize etme becerisi
sayesinde aga¢ temelli modeller arasinda 6ne ¢iktigini gostermektedir. Linear Regression
modelinin yine ¢ok diisiik bagar1 gostermistir (R?: 0,53, MAPE: %44,2). Derin 6grenme modeli,
NOX tahmininde beklenenin altinda bir performans gostermistir (R* 0,71, dogruluk: %65,27).
Bu durum, modelin asir1 6grenmeye ugramis veya veri boyutunun derin 6grenme igin yetersiz
kalmis olabilecegini diisiindiirmektedir.

Tablo 6. NOx Degeri i¢in Model Tahmin Performans Degerleri

Model MSE MAE MAPE R2 Accuracy (%)
LinearRegression 2824,84 32,88 4428 0,53 55,71
RandomForest 1014,66 14,73 19,07 0,83 80,92
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SVR 3707,64 29,62 29,49 0,38 70,50
XGBoost 922,18 15,27 21,29 0,84 78,70
VotingHybrid 1290,14 18,81 21,79 0,78 78,20
StackingHybrid 944,23 16,16 22,51 0,84 77,48
DeepLearning 1734,46 23,95 34,72 0,71 65,27

Tablo 7’deki sonuclar incelendiginde NO degiskeni i¢gin Random Forest modeli R*=0,96 ile
neredeyse kusursuz bir tahmin kapasitesi gdstermistir. Bu, degiskenin verisinde bulunan belirgin
desenlerin karar agaglari tarafindan etkili bicimde 6grenildigini gostermektedir. SVR ve Lineer
Regresyon ise basarisiz olmus, 6zellikle Lineer Regresyon'un dogruluk orani %0,24 gibi oldukc¢a
diisiik bir seviyede kalmisti. XGBoost ve StackingHybrid modelleri de yiiksek dogruluk
saglamistir. Derin Ogrenme bu degiskende beklenenden zayif performans sergilemistir (R>=0,83),
bu durum sinirh veri hacminde derin yapilar kullanmanin asir1 6grenmeye neden olabilecegini
gostermektedir.

Tablo 7. NO Degeri i¢in Model Tahmin Performans Degerleri

Model MSE MAE MAPE R2 Accuracy (%)
LinearRegression 511,23 13,71 99,75 0,47 0,24
RandomForest 32,09 2,56 15,08 0,96 84,91

SVR 504,34 9,31 48,02 0,47 51,97
XGBoost 38,07 2,85 19,31 0,96 80,68
VotingHybrid 80,94 4,36 25,73 0,91 74,26
StackingHybrid 38,19 2,93 19,83 0,96 80,16
DeepLearning 158,40 5,97 42,32 0,83 57,67

5. SONUC, TARTISMA VE ONERILER

Bu ¢alismada, kullanilan veriseti T.C. Cevre, Sehircilik ve Tklim Degisikligi Bakanhig: ait SIM
Veri Bankasindan ¢ekilmistir. Sim veri taban1 uygulamasinda bulunan filtreleme se¢eneklerinden
Istasyon Grubu Maramara THM, Sehir Istanbul, istasyon Kandilli-MTHM ve 6l¢ii parametreleri
olarak da PM10 (png/m3), SO (ug/m3), NO> (ng/m3), NOx (ng/m3) ve NO (ng/m3) segilerek
15.01.2013-10.05.2025 tarihleri arasimndaki toplam 4500 veriden olusmaktadir. Bu c¢alisma
kapsaminda, hava kirleticileri olan PM10, SO,, NO,, NOx ve NO iizerine gelistirilen farkli
makine Ogrenmesi ve derin 6grenme modellerinin performanslari kapsamli bir bigimde
karsilastirilmigtir. Modeller; Ortalama Kare Hata (MSE), Ortalama Mutlak Hata (MAE),
Ortalama Mutlak Yiizde Hata (MAPE), R-kare (R?) ve dogruluk orani gibi metriklerle
degerlendirilmistir. Elde edilen bulgular, tahmin edilen hedef degiskenin yapisina ve veri
desenlerine gére model basarisinin ciddi sekilde degistigini gostermektedir.

Genel olarak, XGBoost ve Random Forest modelleri, 6zellikle NO,, NOx ve NO degiskenlerinde
yiiksek R? skorlar1 ve diisiik hata oranlariyla 6ne ¢ikmistir. Bu durum, karar agaci temelli
algoritmalarin dogrusal olmayan iligkileri modellemede iistiin performans gosterdigini ortaya
koymaktadir. Ornegin, NO tahmininde Random Forest modeli R2=0,96 ile neredeyse kusursuz bir
tahmin ger¢eklestirmistir. Buna karsilik, Lineer Regresyon hemen her degiskende diisiik basar
saglamis; 6zellikle NO tahmininde %0,24 dogruluk ile neredeyse gegersiz sonuglar {iretmistir. Bu
da dogrusal varsayimlar iizerine kurulu modellerin kompleks ¢evresel verilerde yetersiz kaldigini
gostermektedir.
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Hibrit modeller (Voting ve Stacking) cogu zaman klasik yontemlere gore daha tutarli ve dengeli
performanslar sunmustur. PM10 gibi degiskenlerde hibrit yapilarin hata oranlarim diislirdiigii ve
tahmin giiciinii artirdigi goriilmektedir. Bununla birlikte, hibrit modellerin basarisi, kullanilan
temel algoritmalarin kalitesine dogrudan baglidir. Derin 6grenme modelleri ise bazi degiskenlerde
(6rnegin PM10 ve SO,) rekabetei performans gostermis, ancak NOx ve NO gibi degiskenlerde
klasik modellere kiyasla geride kalmustir.

Gelecek ¢alismalar igin 6zellikle modellerin diisiik performans sergiledigi SO, gibi degiskenler
icin digsal ¢evresel faktorler sicaklik, riizgar ve nem modele dahil edilmesinin tahmin basarasini
artirmada faydali olacagi diisiiniilmektedir. Hiperparametre optimizasyonlar1 i¢in grid search veya
Bayesian yontemleri kullanilabilir. Yine zaman serisi i¢in LSTM veya Transformer tabanli yapay
sinir aglarinin hibrit modellere entegrasyonu yapilabilir.
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