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Basi yaralari, 6zellikle mobilite kisithiligr yasayan bireylerde sik karsilasilan ve yasam kalitesini olumsuz etkileyen
ciddi bir saglik sorunudur. Bu c¢alismada, basi yaralarmin onlenmesine katki saglamak amaciyla giyilebilir atalet
6l¢tim birimi (IMU) kullanilarak yatis pozisyonlarmin tespit edilmesini saglayan bir sistem gelistirilmistir. Gogiis ve
bacak bolgelerine yerlestirilen IMU sensérden elde edilen Euler acgilari temel alinarak, bes farkli yatis pozisyonu
makine Ogrenmesi algoritmalar1 (k-En Yakm Komsu, Karar Agaci ve Rastgele Orman) ile siniflandirilmistir.
Calismaya, 18-65 yas araliinda 100 génilli katilmigtir. Elde edilen sonuglar, Rastgele Orman modelinin %99.8
dogruluk ve %99.9 6zgiinliik ile en yiiksek basariyr gosterdigini ortaya koymustur. Gelistirilen sistem, kablosuz veri
aktarimi ve kullanici konforuna uygun hafif tasarimiyla, 6zellikle yogun bakim ve evde bakim ortamlarinda basi yarasi
riskinin azaltilmasi igin etkili bir ¢dziim sunmaktadir. Ayrica, sistemin ileri diizey algoritmalar ve sensor

entegrasyonlari ile gelistirilerek bireysellestirilmis hasta takibine yonelik uygulanabilirligi tartisilmistir. Sonuglar,
sistemin klinik kullanima uygun, tasinabilir ve giivenilir bir destek araci olabilecegini gostermektedir.

Anahtar Kelimeler: Basi Yaras1 Onleme, Giyilebilir Teknolojiler, IMU Sensérler, Yatis Pozisyonu Takibi, Makine
Ogrenmesi

A System for Detection and Monitoring of Sleeping Postures Using Wearable IMU Sensors
and Machine Learning Approach to Prevent Pressure Ulcers

ABSTRACT

Pressure ulcers are a serious health issue frequently encountered in individuals with mobility limitations and
negatively affect quality of life. In this study, a system was developed to detect lying positions using a wearable
Inertial Measurement Unit (IMU) in order to contribute to the prevention of pressure ulcers. Based on the Euler angles
obtained from IMU sensors placed on the chest and leg regions, five different lying positions were classified using
machine learning algorithms (k-Nearest Neighbor, Decision Tree, and Random Forest). A total of 100 volunteers aged
between 18 and 65 participated in the study. The results showed that the Random Forest model achieved the highest
performance with 99.8% accuracy and 99.9% specificity. The developed system offers an effective solution for
reducing the risk of pressure ulcers, especially in intensive care and home care environments, with its wireless data
transmission and lightweight design suitable for user comfort. In addition, the applicability of the system for
personalized patient monitoring through integration with advanced algorithms and additional sensors was discussed.
The findings suggest that the system can serve as a portable, reliable, and clinically applicable support tool.

Keywords: Pressure Ulcers Prevention, Wearable Technologies, IMU Sensors, Bed Position Tracking, Machine
Learning

GIRIS oniimiizdeki yillarda da devam edecegi 6ngoriilmektedir.
Bununla birlikte, yasam siiresindeki uzama, 6zellikle ileri
yas poplilasyonundaki artigla birlikte yeni saglik
sorunlarinin ortaya ¢ikmasina zemin hazirlamistir. Bu
sorunlar arasinda, uzun sireli immobilizasyon
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T1ibbi bilimler ve teknoloji alanindaki hizli ilerlemeler,
kiiresel olgekte insan yasam siiresinin belirgin sekilde
uzamasina olanak saglamig ve bu artiy egiliminin
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sonucunda gelisen ve yonetimi oldukg¢a giic olan basi
yaralar1 6nemli bir yer tutmaktadir [1]. Mobilite kisitlihigt
yasayan bireylerde basi yaralarinin insidansmin yiiksek
olmasi, bu saglik sorununun oOnlenmesine yonelik
yenilik¢i teknolojik ¢oziimlere olan ihtiyaci daha da
belirgin hale getirmektedir.

Basi yaralari, toplumda siklikla “yatak yarasi” olarak
bilinen ve cilt ile cilt altt dokularin uzun siireli basinca
maruz kalmasi sonucunda gelisen lokal doku hasarlaridir.
Siirekli basing etkisi, doku perflizyonunun azalmasina ve
oksijen yetersizligine neden olmakta, bu durum da
nekroz ile sonuglanmaktadir [2]. Bu yaralar, ozellikle
felgli bireylerde, kronik hastalig1 bulunanlarda, uzun siire
yatakta veya tekerlekli sandalyede kalan hastalarda
yaygin olarak gézlemlenmektedir. Risk gruplari arasinda
yash bireyler, diyabet hastalari, beslenme yetersizligi
yasayanlar ve cilt hijyeni saglanamayan hastalar yer
almaktadir. Basi yaralarinin en sik lokalize oldugu
anatomik bolgeler arasinda kalga, sakrum, omurga,
skapula ve ekstremitelerin arka yiizeyleri bulunmaktadir
[3].

Bas1 yaralarmin patogenezinde, cilt yiizeyinde basing
birikimi ile baglayan dolasim bozuklugu temel rol
oynamaktadir. Siirekli basinca maruz kalan dokular,
yeterli oksijen ve besin maddesi alamadigindan hiicresel
olim meydana gelmekte ve bu siire¢ agik yaralarm
olusumuyla sonuclanmaktadir. Avrupa Basi Yaralari
Danigma Paneli (European Pressure Ulcer Advisory
Panel, EPUAP) tarafindan 6nerilen siniflamaya gére basi
yaralart dort evrede degerlendirilmektedir [4]. Evre 1:
Cilt biitiinliigii bozulmamustir; ancak eritem ve hassasiyet
gozlemlenir. Erken miidahale ile ilerleyici doku hasari
onlenebilir. Evre 2: Epidermis ve/veya dermisin kismi
kaybi s6z konusudur; yara genellikle pembe veya kirmizi
renkte olup nemlidir. Evre 3: Hasar, cilt alti yag
dokusuna kadar ilerlemis olup nekrotik doku izlenebilir.
Evre 4: Lezyon, kas ve kemik dokusuna kadar

derinlesmis olup, bu asamada enfeksiyon riski belirgin
sekilde artmaktadir [5].

Basi yaralari, uygun sekilde yonetilmedigi takdirde
enfeksiyon, osteomiyelit ve sepsis gibi yasami tehdit
edebilecek komplikasyonlara neden olabilir. Klinik
gozlemler, basi yaralarinin yogun bakim iinitelerinde
%10-18 arasinda bir gériilme sikligina sahip oldugunu,
evde bakim hizmetlerinde ise bu oranin %?29’a kadar
yiikseldigini ortaya koymaktadir [6]. Basi yaralari,
bireysel yasam kalitesinde ciddi diisiislere yol agarken,
saglik sistemlerine de gerek zaman gerekse ekonomik
acidan ciddi bir yiik getirmektedir.

Basi yaralarinin  Onlenmesine yodnelik geleneksel
yaklasimlar; hastalarm diizenli araliklarla
pozisyonlarmin degistirilmesi ve birebir hasta takibinin
saglik profesyonelleri tarafindan gergeklestirilmesi
esasina dayanmaktadir. Ancak, saglik kuruluslarmdaki
artan hasta yogunlugu ve smirli personel kaynagi bu
yontemlerin siirdiiriilebilirligini olumsuz etkilemektedir
[7,8,9]. Ustelik manuel takip yontemleri hem zaman
alictdr hem de insan hatasma acgik bir yap1
sergilemektedir  [10,11]. Bu  zorluklar, saglik
hizmetlerinde teknoloji destekli yenilikgi ¢oziimlerin
kagimilmaz oldugunu gostermektedir.

LITERATUR OZETi

Son yillarda gelistirilen giyilebilir sensor teknolojileri,
saglik alaninda 6nemli bir paradigma degisimi yaratmis
ve bireylerin anatomik ve fizyolojik parametrelerinin
yani sira ¢evresel faktorlerin de gergek zamanl olarak
izlenmesine imkan tanimuistir.

Bu calismada literatiirde farkli sensoér ve yontemlerle
yatis pozisyonu tespiti iizerine yapilan ¢alismalara iliskin
karsilastirmali bir analiz Tablo 1'de sunulmustur. Tablo,
calismalardaki katilimei sayisi, kapsanan yatis pozisyonu
sayist, kullanilan sensor tiirll, uygulanan algoritma ya da
model ve elde edilen basari yiizdesi gibi temel yapisal
bilgileri icermektedir.

Tablo 1. Yatig Pozisyon tespiti ¢alismalarina iligkin literatiir analizi

Yazar (Yil) Katilimer Uyku Sensorler Algoritma/Model Sonug
Sayisi Pozisyonlar: (%)
Liu ve dig. (2017) [12] 16 4 Veri Toplama Modiilii | OVO-SVM, YSA, LDA 99.67
Fallmann ve dig. (2017) [13] 6 10 3 Shimmer3 IMU GMLVQ 83.62
sensori
Zhang, Wang & Guo (2018) 10 10 PIR sensor En yakin komsu 83.55
[14] tammlama
Liu & Ye (2018) [15] 12 4 BCG, Piezoelektrik film Bayes Siniflandirma 97
sensori
Mohammadi ve dig. (2018) 12 12 Kinect derinlik CNN 91
[16] kamerasi
Li & Lei (2018) [17] 22 10 Kinect, RGB Kamera Cok akigli CNN’ler 90.9
Eyobu ve dig. (2018) [18] Belirtilmemis 4 IMU sensor LSTM-RNN 99.09
Kido ve dig. (2019) [19] 12 3 cECG cihaz1 CNN modelleri: 99
qua_model, pos_model
Liu ve dig. (2019) [20] 300 6 Esnek piezorezistif CNN 97.2
sensor
Jeon ve dig. (2019) [21] 11 4 3 IMU sensorii DST-SVM, DST-RF 99
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Akbarian ve dig. (2019) [22] 50 2 Kizil6tesi kamera ResNet50, MobileNet, 87
Darknet19
Mondragon ve dig. (2020) [23] 1 3 Kinect kamera CNN 84
Cao ve dig. (2020) [24] 8 6 CSI Wi-Fi verisi Ind-RNN 93.5
Yue ve dig. (2020) [25] 26 4 BodyCompass RF YSA 94
sinyali
Diao ve dig. (2021) [26] 16 2 FSR sensorlii mat ResNet 95.08
Chen & Wang (2021) [27] 12 9 Termopil dizi sensorii HOG+PCA, SVM, DT, 99.8
RF, Gradyan Artirma,
MLP
Hu ve dig. (2021) [28] 5 6 Basinca duyarli sensor CNN 91.24
matrisi
Tam ve dig. (2021) [29] 66 7 RGB + IR derinlik CNN 88.9
goriintii
Zhou ve dig. (2021) [30] 3 8 FMCW mmw radar Inception-Residual CNN 98.8
sistemi
Piriyajitakonkij ve dig. (2021) 38 4 UWB radar SleepPoseNet (SPN) -
31
Tang ve dig. (2021) [32] Belirtilmemis 4 Basing, FSR, Transfer 6grenmeli CNN 90
piezorezistif sensorler
Islam & Lubecke (2022) [33] 20 3 Doppler radar KNN, SVM, DT 98.4
Li ve dig. (2021) [34] 4 3 RGB Kamera FrCNN Net 91.7
Xing, Gao & Chuai (2022) [35] | Belirtilmemis 4 Piezoelektrik seramik Kayan pencere isleme 89.53
Mohammadi ve dig. (2021) 11 5 Aktif IR kamera De novo CNN, Transfer 95.1
[36] Ogrenme
Lai ve dig. (2023) [37] 18 4 2 radar LR, SVM, XGBoost, RF, 93.8
ResNet, DenseNet,
Transformer
Jesmen ve dig. (2023) [38] 6 3 Kamera CNN 99.59
Intongkum ve dig. (2023) [39] 1 5 Viicuda takili ivmedlger KNN 93
Kau ve dig. (2023) [40] 2 5 Basinca duyarli mat CNN 99.98
Stern ve dig. (2023) [41] 13 3 Basing mati 2D DNN 99.97
He ve dig. (2024) [42] 15 4 IMU ve basing BCG, CNN 94.44
sinyalleri
Khan ve dig. (2024) [43] 10 6 RGB ve termal kamera SVM 99
Khan ve dig. (2024) [44] 9 5 RGB ve termal KNN 99.2
goriintiileme
Xu ve dig. (2024) [45] 41 4 Basing sensorlii hava Stacking 94.48
yast1g1 mat
Liu ve dig. (2024) [46] 10 6 mmWave radar DNN 98
Lai ve dig. (2024) [47] 30 4 IR-UWB radarlar Vision Transformer ve 80.8
Swin Transformer
Hu ve dig. (2024) [48] 22 3 Piezoelektrik seramik S3CNN 93.02
sensor dizileri
Lai ve dig. (2024) [49] 70 7 Xethru X4M03 Radar | MWCNN + DenseNet121 80.9

KATKILAR VE OZGUNLUK

katkilar saglamaktadir. Literatiirde genellikle basing
matlari, radar sistemleri ve kamera tabanli ¢oziimler
kullanilirken, bu ¢alismada diisiik maliyetli, hafif ve
kullanim1 kolay bir giyilebilir sistem gelistirilmis;
klinik kullanim potansiyeline sahip bir prototip
sunulmustur.

Bu calisma kapsamindaki katkilar 6zetlenecek olursa;

e Basi yaralarmm Onlenmesine yonelik giyilebilir
atalet Olgiim birimi (IMU) tabanli bir sistem
tasarlayarak literatiire 6zgiin
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IMU verilerinin
toplanmasi

{ ) op Dok vt Agian,

Gelistirilmesi

oo e dgaun,

Yapay Zeka Tabanl Yatig Pozisyon Takip Yonteminin

Sekil 1. Yontemin sematik gosterimi

e  Gelistirilen sistemde, IMU sensorlerinden elde
edilen Euler acilar1 kullanilarak bes farkli yatis
pozisyonu smiflandirilmigtir. 100  géniilliiden
toplanan genis kapsamli veri seti, mevcut
calismalarm smirli veri yapisina kiyasla daha
giivenilir bir analiz imkan1 saglamistir. Calismada,
K-En Yakin Komsu, Karar Agaci ve Rastgele
Orman gibi farkli makine 6grenmesi algoritmalari
karsilastirilmig; en yiiksek basar1 orant %99
dogruluk ile Rastgele Orman modeli tarafindan elde
edilmistir.

e Bucalisma ayrica, IMU sensoérlerine dayali kablosuz
veri toplama ve gergek zamanli analiz dzellikleri ile
klinik pratikte uygulanabilir, ergonomik ve kullanici
konforunu 6n planda tutan bir ¢6ziim nermektedir.
Elde edilen yiiksek siniflandirma basarimi, sistemin
yogun bakim tiniteleri ve evde bakim uygulamalari
icin etkili bir destek aract olabilecegini
gostermektedir.

Sonu¢ olarak, gelistirilen prototip, mevcut izleme

sistemlerine goére daha tasmabilir ve erisilebilir bir

alternatif sunmakta; saglik hizmetlerinde bas1 yaralarinin
onlenmesi i¢in 6nemli bir teknoloji temelli ¢oziim olarak
literatiire 6zgiin bir katki getirmektedir.

MATERYAL ve YONTEM

Sekil 1, caligmada gelistirilen yatis pozisyonu tespit
sisteminin  genel isleyis siirecini gematik olarak
ozetlemektedir. Sistem, giyilebilir IMU sensorlerinden
elde edilen hareket verilerinin mobil cihazlar araciligryla
kablosuz olarak toplanmasini ve kaydedilmesini temel
almaktadir. Toplanan bu ham veriler, Euler acilarina

Euler Agilarinin Hesaplanmasi

Performans
Metrikleri

Siniflandirma Yontemleri

En Yakin Komsu
Karar Agaci
Rastgele Orman

(yunuslama, yuvarlanma ve sapma) doniistiiriilerek bir
ozellik kiimesi

olusturulmakta ve smiflandirma algoritmalarina giris
verisi olarak kullanilmaktadir. Elde edilen veriler
iizerinde makine Ogrenmesi tabanli smiflandirma
algoritmalart (K-En Yakin Komsu, Karar Agaci,
Rastgele Orman) uygulanarak bireyin yatis pozisyonu
yiiksek dogrulukla tespit edilmektedir. Bu yapi, basi
yaralarinin dnlenmesi i¢in gerekli olan yatis pozisyonu
degisimlerini gergek zamanli izlemeye olanak taniyarak
sistemin hem klinik hem de evde bakim uygulamalar
icin etkin bir sekilde kullanilabilmesini saglamaktadir.

A. Giyilebilir kablosuz sensorler ile hasta yatis takip
sistemi icin IMU sensorlerden veri toplanmasi

Caligmada gelistirilen yatis pozisyonu takip kiyafetine ait
6n tasarim Sekil 2’de yer almaktadir. Bu tasarimda,
goglis ve bacak bolgelerine yerlestirilecek olan IMU
sensorleri, yumusak ve esnek ozellikte, cilt yiizeyinde
baski veya tahrise neden olmayacak ozel bir tekstil
malzemesine sabitlenmistir. IMU sensorleri, Movella
DOT sensor uygulamasi araciligiyla mobil cihazlarla
kablosuz iletisim kurmakta ve wveri transferi
gerceklestirmektedir.  Giyilebilir  sensoér  kiyafette
kullanilan sensorler tamamen girisimsel olmayandir;
cilde veya cilt altt dokulara herhangi bir zarar
vermemekte, kullanicida agri  veya rahatsizlik
olusturmamaktadir. Veri toplama islemi sirasinda
herhangi bir tibbi miidahale, 6rnegin anestezi uygulamasi
veya yasamsal bulgu 6l¢iimii yapilmamistir. Kiyafetin
toplam agirhigr yaklagik 200 gram olup, kullanici
konforunu olumsuz etkilemeyecek sekilde hafif
tasarlanmistir.
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Sekil 2. Tasarima iliskin ¢izim ve veri toplama aninda gekilen 6rnek fotograﬂar- -

Sekil 2’de kiyafetin tasarim asamasina iliskin ¢izimler ve
veri toplama siirecinde ¢ekilen ornek fotograflar
sunulmaktadir. Calisma kapsaminda, etik kurallar
cercevesinde bilgilendirilmis onam formu imzalayan 100
goniilliden veri toplanmustir. Katilimc1 segiminde,
okuryazar olmak, herhangi bir ndrolojik, ortopedik ya da
sistemik hastaliga sahip olmamak, kol ve bacak
uzuvlarinin saglam olmasit ve sozlii komutlara yanit
verebilecek sekilde isitme ve konusma yetilerinin
bulunmasi kriterleri aranmistir. Katilimcilarin yas araligi
18-65 arasinda degismekte olup, 16’s1 erkek ve 84’1
kadindir. Géniilliilerin 90’1 saglikli bireylerden, 10’u ise
Firat Universitesi Arastirma Hastanesi’nde tedavi
gormekte olan hastalar arasindan se¢ilmistir. Hazirlik ve
veri kayit islemleri toplamda 20 dakika icerisinde
tamamlanmistir. Her bir yatis pozisyonu icin bir
dakikalik veri kaydi alinmis ve toplamda bes dakikalik
veri setleri olusturulmustur. Calismada kullanilan bes
yatis pozisyonu sirasiyla: sirtiistii yatig, saga doniik
bacaklar diiz pozisyonda yatis, saga doniik bacaklar diz
kapagindan biikiilerek govdeye ¢ekilmis yatis, sola
doniik bacaklar diiz pozisyonda yatis ve sola doéniik
bacaklar diz kapagindan biikiilerek govdeye cekilmis
yatis olarak belirlenmistir.

B. Hareket siniflandirma algoritmalarimn
gelistirilmesi ve yatis pozisyon tipi tespiti

Yatis pozisyonlarinin siniflandirilmasi i¢in dncelikle her
bir IMU sensorden okunan euler (yunuslama,
yuvarlanma ve sapma) agilari (her bir IMU igin)
birlestirilerek  6zellik kiimesi olarak smiflandirma
algoritmasma  girdi  olarak  verilmistir.  Yatis

pozisyonunun tespiti igin temel makine &grenme
algoritmalart (En yakin komsu, karar agaci, rastgele
orman algoritmasi) gelistirilecektir. Caligma kapsaminda
kullanilan siniflandirma algoritmalar1 kisaca
Ozetlenmistir.

Karar agaci, veri setlerini belirli 6zelliklere gore dallara
ayirarak smiflandirma yapan denetimli bir 6grenme
yontemidir. Basit yapisi ve yorumlanabilirligi sayesinde
yaygin olarak kullanilmaktadir. Aga¢ yapisi, veri setini
en iyl sekilde ayiran ozellik segilerek olusturulur ve
dallanmalar sonlandirma kriterlerine bagl olarak devam
eder.

K-En Yakin Komsu algoritmasi, egitim asamasi
gerektirmeyen, Ornek tabanli bir siniflandirma
yontemidir. Bir veri noktasinin sinifi, kendisine en yakin
k komsusunun siniflarina gore belirlenir. Bu ¢alismada,
veri noktalar1 arasmdaki benzerlik 6lciimii i¢in Oklid
mesafesi kullanilmistir. K degeri, ¢capraz dogrulama ile
optimize edilmistir.

Rastgele Orman algoritmasi, birden fazla Kkarar
agacindan olusan topluluk (ensemble) yontemidir. Her
agac, veri setinin farkli alt kiimesi ve ozellikleri ile
egitilir; sonucglar ¢cogunluk oylamasi ile birlestirilir. Bu
yapi, asirt uyum riskini azaltir ve modelin genelleme
yetenegini artirir. Parametre ayarlamalari, agac sayis1 ve
maksimum derinlik gibi kriterlerle yapilir.

Caligmada kullanilan ii¢ siniflandirma algoritmasina ait
parametre yapilandirmalar1 Tablo 2'de detayli olarak
sunulmugtur. Bu yapilandirmalar, her algoritmanin
performansini optimize etmek amaciyla literatiirde
onerilen degerler dogrultusunda belirlenmis ve ¢apraz
dogrulama ile test edilmistir.
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Tablo 2. Bu ¢alismada kullanilan siniflandirma yontemlerine iligkin parametreler

Algoritma Parametre Deger Parametre Deger
Komsu Sayisi 5 Mesafe  Olgiim  Derecesi  (p=1 2 (Euclidean
Manhattan, p=2 Euclidean) mesafe)
En Yflkm Komsu Agirliklandirma Y ontemi ‘uniform' Mesafe Olgiitii (KNN igin) 'minkowski'
Algoritmst Komsu Arama Algoritmasi ‘auto’ Mesafe Olgiitii Parametreleri None
Yaprak Boyutu (KNN i¢in) 30 Paralel Islem Sayist None
Bolme Olgiitii (Safsizlik Olgiitii) . . N
‘gini’ Maksimum Ozellik Sayist None
Bolme Stratejisi 'best’ Rastgelelik Tohumu (Random Seed) None
Karar Agaci Maksimum Agac Derinligi None  Maksimum Yaprak Diigiim Sayist None

Diigiim Boélmek Igin Gerekli Minimum Minimum Safsizlik (Impurity)
" 2 0.0
Ornek Sayis1 Azalmasi
Yaprak Diigiimdeki Minimum Ornek Sayis1 1 Simf Agirliklar None
Yaprak Diigtimdeki Minimum Agirlik Oran1 00 Karmagiklik  Diizeltme  Pruning 00
’ (Budama) Parametresi '
Agac Sayisi (Rastgele Orman igin) 100 Bootstrap Ornekleme Kullanimi True
ls?»;)}lllrrsllede Kullanilacak Maksimum Ozellik 'ginit Canta Dist (Out-of-Bag) Skoru False
Maksimum Yaprak Diigiim Sayisi None Detayli Cikt1 Seviyesi (Calisma Bilgisi None
Baskisi)
Minimum Safsizlik Azalmasi 2 Modelin Onceki Sonuglarla Devam None
Rastgele Orman Etmesi
Komsu Sayist 1 Bootstrap Icin Maksimum Ornek 0
Sayisi
Agirliklandirma Yontemi 00 Mesafe  Olgiim  Derecesi  (p=1 False
' Manhattan, p=2 Euclidean)
Komsu Arama Algoritmasi 'sgrt’ Mesafe Olgiitii (KNN igin) None
Yaprak Boyutu (KNN icin) None  Mesafe Olgiitii Parametreleri 0.0
Bélme Olgiitii (Safsizlik Olgiitii .
Olme Olgitii (Safsizlik Olgitd) 0.0 Paralel Islem Sayis1 None

C. Smiflandirma  Algoritmalarinin  Performans
Kriterleri
Siniflandirma algoritmalarmin etkinligini

degerlendirmek amaciyla farkli performans Oolgiitleri
kullanilmaktadir. Bu  6lgiitler, modelin  dogruluk
kapasitesini ve smiflandirmadaki bagarimini anlamak
icin 6nemli bilgiler sunar. Kullanilacak metrikler, veri
kiimesinin  dengesi ve problemin gereksinimleri
dogrultusunda belirlenir. Calismada en sik kullanilan
dogruluk, segicilik, duyarlilik ve F1 skoru gibi temel

Tablo 3. Performans metrikleri

Olgiitler esas almmustir [50]. Bu calismada kullanilan
performans metrikleri Tablo 3'de 6zetlenmistir.

BULGULAR Ve TARTISMA

Yontem kisminda detaylar1 sunulan smiflandirma
algoritmalarina iligkin kodlamalar Python dilinde Kaggle
platformunda gelistirilmistir. Kaggle platformu {izerinde
yazilim GPU destegi ile kosturulmus ve bagar1 metrikleri
hesaplanmistir. Bir kisiden bes yatis pozisyonu i¢in IMU
sensorden toplanan ornek Euler agilar1 degisim grafigi
Sekil 3’degorsellestirilmistir

Metrik ~ Tamm Formiil

Dogruluk g/rlgl(llf:(}lis dogru simiflandirdign Srneklerin, toplam ornekler igindeki Dogruluk = — g; -: ?/11\3/ —
Secicilik gf;iﬁifl r.olarak tahmin edilen 6mekler igindeki dogru smiflarin Secicilik = DPDf —
Duyarhilik gGg:Srtg;e;Ii(r | pozitif &rneklerin ne kadarimn dogru tahmin edildigini Duyarlilik = DPD+PYN

F1 Skoru Segicilik ve duyarhlik arasinda denge kuran harmonik ortalamadir. F1 Skor = 2x Secicilik x Hassasiyet

Veri dengesizliginde kullanimi uygundur.

Secicilik + Hassasiyet
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Sekil 3. Bir goniilliiden alinan 6rnek sag, sol bacak ve govde euler agilart grafigi

Sekil 3'te, bir goniilliiye ait sag bacak (IMUL), sol bacak
(IMU2) ve gogiis (IMU3) bolgelerine yerlestirilen IMU
sensorlerinden elde edilen Euler agilar1 (x: yunuslama, y:
yuvarlanma, z: sapma) zaman eksenine gore
gorsellestirilmistir.  Grafiklerde her pozisyon igin
yaklagik 60 saniyelik veri yer almaktadir.

Gogiis sensorii (IMU3) agisindan bakildiginda, sirtiistii
pozisyonda sapma (Euler_z) agisi1 belirgin sekilde sifira
yakinken, yan pozisyonlarda +£30° ile +90° arasinda
degistigi gozlenmistir. Bacak sensorleri (IMU1 ve
IMU2) i¢in 6zellikle yunuslama (Euler x) degerlerinde,
bacaklarin diiz ya da katlanmig olmasma bagli olarak
dalgalanma egilimleri tespit edilmistir. Bacaklar gévdeye
dogru cekildiginde Euler x ve y degerlerinin mutlak
degeri artmakta, diiz pozisyonlarda ise stabil
seyretmektedir.

Tiim sensorlerde goriilen a¢1 degisimleri, bes farkli yatis
pozisyonunun hem uzuv hareketi hem de goévde
oryantasyonu agisindan ayirt edici nitelikte oldugunu
dogrulamaktadir.Bu agisal farkliliklar, siniflandirma
algoritmalarmin yatis pozisyonlarmi basariyla ayirt
edebilmesinin temelini olusturmus ve sistemin yiiksek
dogrulukla galismasini saglamistir.

Tablo 4'te, yiiz katilimcidan elde edilen IMU sensor
verilerine iliskin Ozet istatistikler sunulmaktadir. IMU1,
IMU2 ve IMU3 sensorleri sirastyla sag bacak, sol bacak
ve gogiis bolgelerine yerlestirilmistir. Euler agilari, x, y
ve z eksenleri etrafindaki yatay, dikey ve uzunlamasina

rotasyonel hareketleri temsil etmektedir. Her eksen igin
100 bireyden toplamda 1.800.000 &l¢iim kaydi alinmistir.
Ortalama degerler bireylerin genel hareket egilimlerini
yansitirken, minimum, maksimum ve ceyrek degerler
veri dagilimmi ve varyasyonunu ortaya koymaktadir.
Ozellikle gogiis bolgesine yerlestirilen sensér (IMU1) ile
bacaklara yerlestirilen sensorler (IMU2 ve IMU3)
arasinda gozlenen belirgin dagilim farklari, yatis
pozisyonlarinda viicut segmentlerinin farkli agisal
konumlar sergiledigini gostermektedir. Verilerin genis
dagilim araliklari, yatis pozisyonlarindaki cesitliligi
yansitirken, yiiksek standart sapma ve g¢eyrek aralik
degerleri, bu cesitliligin istatistiksel olarak anlamli
diizeyde oldugunu desteklemektedir. Elde edilen bu
veriler, bireylerin hareket oriintiilerinin detayli bir
sekilde analiz edilmesine ve yatis pozisyonlarinin
siniflandirilmasina temel olusturmustur.

Olusturulan veri seti i¢in smif etiketleri Smif 1: sirtiistii
yatig, Smif 2: saga doniik bacaklar diiz pozisyonda yatis,
Simif 3: saga doniik bacaklar diz kapagindan kath
govdeye cekilmis yatis, Smif 4: sola doniik bacaklar diiz
pozisyonda yatis, Smif 5: sola doniik bacaklar diz
kapagmdan kathh govdeye c¢ekilmis yatig olarak
tanimlanmistir.  Siniflandirma asamasma gegilmeden
veri seti 70:30 — 80:20 ve 90:10 oraninda rastgele olarak
egitim ve test kiimesi olarak ayrilmistir. Yontemlerin
basar1 oranlari test kiimesi sonuglarina gore hesaplanmis
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ve karsilastirilmistir. Ayrica veri setinin boliintiileme
oraninin basariya olan etkisi de kiyaslanmustir.
Tablo 4. IMU Veri Setine ait dzellikler

IMU1 IMU1 IMU1 IMU2 IMU2 IMU2 IMU3 IMU3 IMU3
Ozellikler Euler_x Euler_y Euler_z Euler_x Euler_y Euler_z Euler_x Euler_y Euler_z
Yunuslama Yuvarlanma  Sapma  Yunuslama Yuvarlanma  Sapma  Yunuslama Yuvarlanma  Sapma
Ornek Sayis1 1,800,000 1,800,000 1,800,000 1,800,000 1,800,000 1,800,000 1,800,000 1,800,000 1,800,000
Ortalama -20.83 -1.57 -42.10 -37.43 -0.99 -24.08 -40.19 2.42 -22.67
Standart 54.47 64.21 72.57 91.94 62.00 101.80 95.20 61.64 87.56
Sapma
Minimum -180.00 -89.94 -179.99 -180.00 -89.86 -180.00 -180.00 -89.76 -180.00
25% -36.23 -72.89 -98.32 -113.78 -66.89 -107.62 -132.75 -64.65 -84.36
Orta deger -11.55 -0.92 -60.18 -25.35 -7.50 -51.29 -20.72 6.56 -37.12
(50%)
75% 391 66.49 5.62 -2.04 65.88 63.12 -0.48 67.05 44.75
Maximum 180.00 89.95 180.00 180.00 89.74 180.00 180.00 89.90 180.00

Tablo 5’deki sonuglar, En Yakin Komsu (k-NN), Karar
Agac1 ve Rastgele Orman smiflandiricilarmin  farkl
egitim-test veri oranlarinda yatis pozisyonlarimni
simiflandirmadaki performansini gostermektedir. Tim
modeller yiiksek dogruluk, segicilik, 6zgiinliik ve F1 skor
degerleri sergilemistir. Ozellikle Rastgele Orman modeli,
tim veri ayrim oranlarinda (70:30, 80:20 ve 90:10) en
yiiksek basariyr gostermistir. Bu model, %99.9 dogruluk
ve %99.4 F1 skoru ile diger algoritmalarin oniine
gecmistir. k-NN modeli de benzer sekilde oldukca
yiksek dogruluk degerleri tiretmis (%99.6-%99.7),
ancak ozellikle smif bazli detaylarda Rastgele Orman'a
kiyasla hafif geride kalmistir. Karar Agaci modeli ise
diger iki yontemle kargilastirildiginda daha diisiik, ancak
yine de oldukga yiliksek bir performans (%99.1-%99.2
dogruluk) sergilemistir.

dengesizligin basar1 oranlarina belirgin bir etkisi
gozlenmemistir. Secicilik ve 6zgiinliik oranlarinin da tiim
modellerde %99 iizeri oldugu dikkat cekmektedir, bu da
yanlis pozitif ve yanlis negatif siniflandirmalarin ¢ok
diisik oldugunu gostermektedir. Calismada olusturulan
konflizyon matrisleri (Sekil 4), tiim smiflandiricilarin
yilksek dogrulukla c¢alistigini gostermektedir. k-En
Yakin Komsu ve Rastgele Orman modelleri, neredeyse
tiim yatis pozisyonlarmi hatasiz siniflandirirken, Karar
Agaci modelinde diisiik seviyede de olsa bazi siniflar
arasinda karigmalar gozlenmistir. Ozellikle Rastgele
Orman modeli, minimum hata orani ile en yiiksek
siniflandirma basarismi  saglamistir. Diyagonal dist
degerlerin yok denecek kadar az olmasi, sistemin yatis
pozisyonlarmi yiiksek hassasiyet ve Ozgiinliikle ayirt
edebildigini ortaya koymaktadir. Sonuglar, Onerilen

Siniflar bazinda incelendiginde, tim modellerde siniflar ~ yontemin klinik uygulamalarda giivenilir sekilde
arasinda performans farklari minimal olup, smiflar aras1  kullanilabilecegini desteklemektedir.
Tablo 5. Siniflandirma yontemlerinin performansi
f/‘l'c‘)‘dt;‘i“d‘“c‘ Metrikler | Simf1 | Smf2 | Smf3 | Simf4 | Simf5 | Toplam
%70 egitim Dogruluk 0,9998 | 0,9996 | 0,9995 | 0,9993 | 0,9995 | 0,9996
%30 test veri | En Yakin | Segicilik 0,9997 | 0,999 0,999 0,9982 | 0,9986 | 0,9989
orant igin Komsu Ozgiinliik 0,9999 | 0,9998 | 0,9997 | 0,9995 | 0,9998 | 0,9997
F1 0,9996 | 0,999 0,9988 | 0,9982 | 0,9988 | 0,9989
Dogruluk 0,9997 | 0,9988 | 0,9989 | 0,9987 | 0,9993 | 0,9991
Karar Agaci Segicilik 0,9993 | 0,997 0,9974 | 0,9966 | 0,9983 | 0,9977
Ozgiinlik 0,9998 | 0,9992 | 0,9993 | 0,9992 | 0,9996 | 0,9994
F1 0,9991 | 0,997 0,9973 | 0,9967 | 0,9984 | 0,9977
Dogruluk 0,9999 | 0,9997 | 0,9997 | 0,9995 | 0,9997 | 0,9997
Rastgele Secicilik 0,9997 | 0,9995 | 0,9991 | 0,9989 | 0,9987 | 0,9992
Orman Ozgiinliik 0,9999 | 0,9997 | 0,9998 | 0,9996 | 0,9999 | 0,9998
F1 0,9997 | 0,9992 | 0,9992 | 0,9988 | 0,9992 | 0,9992
%80 egitim Dogruluk 0,9999 | 0,9997 | 0,9996 | 0,9994 | 0,9996 | 0,9996
%20 test veri | En Yakm | Segicilik 0,9997 | 0,999 0,9993 | 0,9984 | 0,9987 | 0,9990
orant igin Komsu Ozgiinliik 0,9999 | 0,9998 | 0,9997 | 0,9996 | 0,9998 | 0,9998
F1 0,9997 | 0,9992 | 0,999 0,9984 | 0,9989 | 0,9990
Karar Agact Dogruluk 0,9996 | 0,9989 | 0,999 0,9987 | 0,9993 | 0,9991
Secicilik 0,9991 | 0,9971 | 0,9977 | 0,9964 | 0,9984 | 0,9977
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Ozgiinliik 0,9997 | 0,9993 | 0,9993 | 0,9992 | 0,9996 | 0,9994
F1 0,999 0,9972 | 0,9975 | 0,9966 | 0,9983 | 0,9977
Dogruluk 0,9999 | 0,9998 | 0,9998 | 0,9996 | 0,9997 | 0,9997
Rastgele Segicilik 0,9998 | 0,9995 | 0,9995 | 0,9992 | 0,9988 | 0,9994
Orman Ozgiinliik 0,9999 | 0,9998 | 0,9998 | 0,9997 |1 0,9998
F1 0,9997 | 0,9994 | 0,9994 | 0,9989 | 0,9993 | 0,9994
%90 egitim Dogruluk 0,9999 | 0,9997 | 0,9997 | 0,9995 | 0,9996 | 0,9997
%10 test veri | En Yakin | Segicilik 0,9997 | 0,9991 | 0,9996 | 0,9988 | 0,9988 | 0,9992
orani igin Komsu Ozgiinliik 0,9999 | 0,9999 | 0,9998 | 0,9997 | 0,9998 | 0,9998
F1 0,9997 | 0,9993 | 0,9993 | 0,9987 | 0,999 0,9992
Dogruluk 0,9997 | 0,999 0,9992 | 0,9988 | 0,9993 | 0,9992

Karar Agact §e9icilik 0,9993 | 0,9976 | 0,9981 | 0,9968 | 0,9985 | 0,998
Ozgiinliik 0,9998 | 0,9994 | 0,9995 | 0,9993 | 0,9996 | 0,9995

F1 0,9992 | 0,9976 | 0,998 0,9969 | 0,9983 | 0,998
Dogruluk 0,9999 | 0,9998 | 0,9998 | 0,9997 | 0,9998 | 0,9998
Rastgele Secicilik 0,9997 | 0,9995 | 0,9996 | 0,9994 | 0,9989 | 0,9994
Orman Ozgiinliik 0,9999 | 0,9998 | 0,9998 | 0,9997 |1 0,9999
F1 0,9998 | 0,9994 | 0,9995 | 0,9991 | 0,9994 | 0,9994

En Yakin Komsu Karar Agaci Rastgele Orman

108039

108082
61 107669 42
84 107930

107996

107864 17 67
178 107487 101 0
19 107751

107653

108045

108132 18
70 107680
(1] 108005

18

107705
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Sekil 4.Siniflandirmanin karigiklik matrisleri

Tablo 6. Ug farkli egitim —test béliintiileme orani igin siniflandirma yontemlerinin ortalama performanst

Simiflandirici Egitim-Test | Dogruluk Secicilik Ozgiinliik F1 Egitim Siiresi
Modeli Oram (s)
En Yakin %70-%30 0,9996 0,9989 0,9997 0,9989 3.12
Komsu %380-%20 0,9996 0,9990 0,9998 0,9990 26.78
%90-%10 0,9997 0,9992 0,9998 0,9992 120.45
Karar Agaci %70-%30 0,9991 0,9977 0,9994 0,9977 3.65
%380-%20 0,9991 0,9977 0,9994 0,9977 30.12
%90-%10 0,9992 0,998 0,9995 0,998 138.89
Rastgele Orman |  %70-%30 0,9997 0,9992 0,9998 0,9992 4.13
%_80-%20 0,9997 0,9994 0,9998 0,9994 34.28
%90-%10 0,9998 0,9994 0,9999 0,9994 155.06

Tablo 6'da farkli egitim-test boliintiileme oranlarina gore
siniflandiricilarin - ortalama  performans  sonuglari
sunulmustur. Tim modeller genel olarak yiiksek
dogruluk, secicilik, 6zgiinlik ve F1 skoru degerleri
sergilemistir. Rastgele Orman modeli, %99.8 dogruluk
ve %99.9 ozginlik oranlarina ulasarak en yiiksek
basariyr gostermistir. k-En Yakin Komsu modeli de
%99.6-%99.7 dogruluk aralignda istikrarll  bir
performans sergilemistir. Karar Agact modeli diger
yontemlere kiyasla biraz daha diigiik basar1 gdstermis
olmakla birlikte %99'un tizerinde dogruluk ve diger
metriklerde yiiksek skorlar saglamigtir. Egitim veri orani
arttik¢a tiim modellerde basar1 metriklerinin hafif sekilde
iyilestigi gozlemlenmistir. Sonuglar, zellikle Rastgele
Orman algoritmasinin yatis pozisyonu siniflandirmada
en giivenilir yontem oldugunu gostermektedir.

SONUC

Basi yaralar1 yatan hastalarin gogunda goriilebilse de
erken teshis edildiginde Onlenebilirler oldugu
bilinmektedir. Onerilen bu giyilebilir sensér teknolojisi
ile yatis pozisyon tespit sisteminin  dogruluk
oranin %88-%99 arasinda oldugu gosterilmistir. Bu
basar1 sistemin uzman kontroliinde hastanelerde yogun
bakim hastalarinin  yatis pozisyon takibi i¢in
kullanilabilir seviyede giivenilir oldugunu
gostermektedir. Koruyucu bakim kapsaminda alian tiim
Onlemlere ragmen yine de basing yaralanmalari
geligebilmektedir.  Yogun  bakim iinitelerindeki
hastalarda bas1 yaralarmin olusma oran1 %10 ile %18’
arasinda, evde bakim hastalarinda ise %0-%29’u
oraninda oldugu bilindiginden O6nerilen sistemin
kullanim1 ile bu oranlarm 6nemli 6lgiide azaltacagi

asikardir. Bdylece hastanin hastane bakim giderleri
(saglik giderlerini) disiiriilebilir ve hastanedeki
personellerin i yiikiiniin azaltilmasi saglanabilir.

Gelistirilen prototipin saglik alanindaki 6nemli bir
probleme ¢6ziim olusturma potansiyelinin mevcut
oldugu gosterilmistir.

Bu calismada gelistirilen sistem, basi yaralarmin
onlenmesine yonelik 6énemli bir adim olmakla birlikte,
sensor teknolojisi, yazilim teknolojisi ve ticari {iriin
olusturma potansiyeli agisindan gelistirmeye aciktir.

Sensor teknolojisi agisindan sistemin daha hafif ve enerji
verimli hale getirilmesi sistemin tagmabilirligini ve
kullanim konforunu artirabilir. Bu baglamda, daha
ergonomik tasarimlar ve uzun sireli kullanim igin
optimize edilmis batarya sistemleri lizerinde ¢aligilmasi
onerilmektedir. Mevcut IMU sensérlere ek olarak, basing
sensorleri veya deri alt1 oksijen seviyesi Olgebilen
sensorlerinin entegrasyonu saglanabilir. Boylece, sistem
daha kapsamli veriler toplayarak basi yarasi riskini
onceden tespit etme konusunda daha hassas hale
gelebilir. Ayrica hastalarin bireysel saglik verileri
(6rnegin, yas, cilt yapisi, dolasim ozellikleri ve diyabet
durumu) dogrultusunda 6zellestirilmis pozisyon onerileri
sunulmasi sistemin hastaya o6zel kisisellestirmesini,
hastanin ihtiyaglarina uygun bir bakim siirecinin
olusturulmasmi destekleyecektir. Yazilim teknolojisi
olarak  sistemde  kullanilan  derin  6grenme
algoritmalarmin performansmin artirtlmasi igin transfer
Ogrenme veya hibrit modeller gibi ileri diizey yapay zeka
yontemleri arastirilabilir. Bu tiir algoritmalar, biiyiik veri
setlerinin daha hizli ve etkili bir sekilde islenmesini
saglayarak sistemin dogrulugunu ve giivenilirligini
artiracaktir. Bunun yani sira, evde bakim gereksinimi
olan hastalar i¢in sistemin bulut tabanli bir izleme
platformu ile entegre edilmesi faydali olabilir. Bu sayede
saglik calisanlari, hastalarin durumlarini uzaktan takip
edebilir ve  gerekli  miidahaleleri  zamaninda
gerceklestirebilir. Boyle bir entegrasyon, evde bakim
hizmetlerinin kalitesini artirmakla birlikte, saglik
calisanlarinin is yiikiinii de hafifletecektir.

TESEKKUR

Veri Erisilebilirlik Beyanm:: Bu c¢aligma sirasinda
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Finansman Beyani: Bu ¢aligma, Rabia Gizemnur EREN
tarafindan yiiksek lisans tezi kapsaminda
gerceklestirilmis olup, Firat Universitesi Miihendislik
Fakiiltesi Mekatronik Miihendisligi Boliimii'nde Dog. Dr.
Beyda TASAR danismanliginda yiiriitiilmiistiir. Calisma,
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Cikar Catismas1 Beyami: Yazarlar, ¢ikar catigmasi
bulunmadigini beyan etmektedirler.
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Hasta Onamm Beyani: Calismaya katilan
bireylerden bilgilendirilmis onam almmuistir.
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