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A Comparat9ve Analys9s of Holt-W9nters, SARIMA, and Prophet Models 

on Reta9l Inventory Data 

Al%can Doğan 
al%candogan@band%rma.edu.tr 

 

Abstract 

In the reta%l %ndustry, correctly manag%ng %nventory levels not only reduces log%st%cs costs but 
also d%rectly contr%butes to %ncreased customer sat%sfact%on. Therefore, the accuracy of demand 
forecast%ng models plays a cr%t%cal role %n bus%nesses' dec%s%on support systems. Th%s study 
compared class%cal models for forecast%ng product demand %n reta%l stores us%ng t%me ser%es 
analys%s methods. The exper%ments were %mplemented us%ng the Reta%l Store Inventory 
Forecast%ng Dataset. It %s a real%st%cally structured synthet%c dataset. It %ncludes 73,000 da%ly sales 
%nstances. The Holt-W%nters Exponent%al Smooth%ng Model, Seasonal Autoregress%ve Integrated 
Mov%ng Average (SARIMA), and Prophet are three d%fferent t%me ser%es models appl%ed %n th%s 
research study. The models were appl%ed to est%mate da%ly product sales. Val%dat%on metr%cs to 
evaluate the tested models are Mean Absolute Error (MAE), Root Mean Square Error (RMSE), 
and Mean Absolute Percentage Error (MAPE). The Holt-W%nters method produced the lowest 
error rates and obta%ned the best results accord%ng to pred%ct%on accuracy %n compar%son w%th all 
the tested methods. Exper%mental results show that convent%onal t%me ser%es algor%thms rema%n 
powerful and effect%ve tools, part%cularly %n reta%l sales data where structural patterns l%ke 
seasonal%ty and trends are ev%dent. Th%s study offers bus%nesses the opportun%ty to m%t%gate %ssues 
such as overstock%ng and understock%ng, wh%le also offer%ng a pract%cal framework for how t%me 
ser%es-based approaches can be structured %n dec%s%on support systems. 

Keywords: T%me ser%es analys%s, %nventory management, demand forecast%ng. 

JEL Code: C22, C53, M11, L81 

  

mailto:alicandogan@bandirma.edu.tr


 643 

Zaman Ser9s9 Tabanlı Talep Tahm9n9:  

Holt-W9nters, SARIMA ve Prophet Modeller9n9n Perakende Envanter 

Ver9s9 Üzer9ndek9 Karşılaştırması 

 

Özet 

Perakende sektöründe stok seviyelerinin doğru bir şekilde yönetilmesi, müşteri memnuniyetinin 
artırılması ve lojistik maliyetlerin azaltılması açısından büyük önem taşımaktadır. Bu doğrultuda, 
talep tahmini modellerinin doğruluğu, işletmelerin karar destek sistemlerinde kritik bir rol 
oynamaktadır. Bu çalışmada, perakende mağazalarında ürün talebini zaman serisi analiz 
yöntemleriyle tahmin etmek amacıyla klasik modellere dayalı bir karşılaştırma yapılmıştır. 
Analizlerde, 73.000’den fazla günlük satış kaydı içeren Retail Store Inventory Forecasting 
Dataset adlı sentetik ancak gerçekçi bir veri seti kullanılmıştır. Çalışma kapsamında üç farklı 
zaman serisi modeline odaklanılmıştır: Holt-Winters Üstel Düzeltme Modeli, Mevsimsel 
ARIMA (SARIMA) ve Prophet. Bu modeller, günlük ürün satışlarını tahmin etmek üzere 
uygulanmış ve performansları Ortalama Mutlak Hata (MAE), Kök Ortalama Kare Hata (RMSE) 
ve Ortalama Mutlak Yüzde Hata (MAPE) metrikleri ile test verisi üzerinde değerlendirilmiştir. 
Model çıktıları karşılaştırıldığında, Holt-Winters modeli, en düşük hata oranlarını vererek en 
başarılı tahmin performansını göstermiştir. Elde edilen bulgular, özellikle mevsimsellik ve trend 
gibi yapısal bileşenlerin öne çıktığı perakende satış verilerinde, klasik zaman serisi modellerinin 
hala güçlü ve etkili araçlar olduğunu ortaya koymaktadır. Bu çalışma, işletmelere daha doğru 
talep tahminleri ile stok fazlası ve stok yetersizliği gibi sorunları azaltma fırsatı sunmakta ve 
zaman serisi tabanlı yaklaşımların karar destek sistemlerinde nasıl kullanılabileceğine dair 
değerli bir çerçeve önermektedir. 

Anahtar Kel9meler: Zaman ser%s% anal%z%, stok yönet%m%, talep tahm%n%. 

JEL Kodu: C22, C53, M11, L81  
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Introduct)on 

In today's h-ghly compet-t-ve, dynam-c, data-dr-ven global marketplace, -nventory 

management has become an operat-onal process as well as a strateg-c asset that can 

break or make a bus-ness's long-term susta-nab-l-ty and prof-tab-l-ty (Wu et al., 2025). 

Inventory dec-s-ons, part-cularly -n reta-l, manufactur-ng, and d-str-but-on, d-rectly 

affect a host of outcomes, such as the management of costs and resource ut-l-zat-on, as 

well as customer serv-ce qual-ty and revenue growth. As the pressure cont-nues to bu-ld 

for compan-es to del-ver the-r products to the-r customers faster and better, the 

management of -nventory levels w-th accuracy now character-zes operat-onal 

excellence. 

Global reta-l g-ants such as Amazon and Walmart have effect-vely demonstrated the 

-mpact of pred-ct-ve -nventory management software on operat-onal eff-c-ency. By the 

use of advanced algor-thms for forecast-ng, -nherent -n the-r platforms, these reta-lers 

-mprove not just customer sat-sfact-on, but supply cha-n costs are reduced as well. 

Amazon's real-t-me log-st-cs opt-m-zat-on and real-t-me dynam-c sh-ft-ng capab-l-t-es 

of the supply of -nventor-es, spec-f-cally, greatly -nd-cate the strateg-c nature of real-

t-me forecast-ng. Such examples -nd-cate the -mportance of prec-s-on -n forecast-ng not 

only for opt-m-zat-on but also for bu-ld-ng a compet-t-ve advantage. 

Effect-ve -nventory management depends pr-nc-pally on the accuracy of future demand 

forecast-ng. Demand forecast-ng -s a data-dr-ven, forward-th-nk-ng process. Through 

the process, organ-zat-ons can pred-ct customer demands, standard-ze supply cycles, 

lower del-very t-mes, and synchron-ze supply w-th pred-ctable use levels (Zhou et al., 

2025). Stock outages and warehouse costs through excess-ve, unnecessary saturat-on 

of -nventor-es may be m-t-gated through the capab-l-ty of forecast-ng. Demand 

forecast-ng, hence, const-tutes the foundat-on of lean pract-ces of -nventory 

management, fac-l-tat-ng -mproved supply cha-n flex-b-l-ty and cash flow. 

The pandem-c of COVID-19 has caused severe supply cha-n d-srupt-ons and 

h-ghl-ghted the strateg-c -mportance of forecast-ng and -nventory plann-ng. The reta-l 

sector has been pushed through the sudden surge of demand, namely, for food, hyg-ene 

suppl-es, and health suppl-es, and trad-t-onal plann-ng systems have often been proven 

-neffect-ve. Those unpred-ctable sh-fts produced by the pandem-c have rem-nded us of  
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the -mportance of -nventory plann-ng that depends not only on h-story, but also on 

exogenous -nformat-on as well. That has rem-nded us of the -mportance of flex-b-l-ty 

and adaptat-on of forecast-ng systems. 

Increas-ng supply cha-n soph-st-cat-on, -ncreas-ng d-vers-ty of product offer-ngs, 

uncerta-nty about consumer behav-or, and the r-s-ng number of external uncerta-nt-es, 

such as market, seasonal, and promot-on effects, have all served to escalate the 

-mportance of demand forecast-ng over the past years. Consequently, the pract-ce of 

develop-ng forecast-ng approaches and -ntegrat-ng new analyt-cal methods -nto 

-nventory systems has become a trend both -n the academ-c and pract-t-oner -ndustry 

doma-ns. Among these methods, techn-ques based on a t-me ser-es have become a norm 

and a w-dely used approach to captur-ng and pred-ct-ng var-able patterns of demand 

(Coppola et al., 2025). 

Wh-le standard supply cha-n conf-gurat-ons are often prone to sudden changes -n the 

marketplace's appet-te for commod-t-es or external d-sturbances, dur-ng the last several 

years, systems ut-l-s-ng AI for plann-ng have begun to offer stagger-ng advantages by 

ant-c-pat-ng better and respond-ng to uncerta-nt-es. AI models are not l-m-ted to h-story; 

they have the ab-l-ty to -ncorporate external -nformat-on such as weather, hol-days, 

soc-al med-a trends, and macroeconom-c trends wh-le observ-ng data. That helps 

capture a better understand-ng of data. But such models are costly to -mplement, 

requ-r-ng much power to process, expert sk-ll, and full-volume, h-gh-qual-ty data. 

Moreover, they are st-ll -mperfect as regards -nterpretab-l-ty. For all these reasons, the 

class-c t-me-ser-es models are mean-ngful as a conven-ent, low-budget, and cons-stent 

alternat-ve, f-rst of all, for compan-es of small and med-um s-ze. The present work a-ms 

to -nvest-gate how the class-c approaches are used today -n the current env-ronment and 

what the-r advantage compared to AI systems are. 

Class-c t-me ser-es methodology, such as seasonal ARIMA (SARIMA), Holt-W-nters 

exponent-al smooth-ng, and the Prophet model by Meta (prev-ously Facebook), -s 

w-dely used for demand forecast-ng because they are a balance of the accuracy of -ts 

pred-ct-ons, -ts computat-onally tractable nature, and -ts -nterpretab-l-ty (L-u et al., 

2025). Such models are very effect-ve at model-ng common temporal patterns such as 

trends, seasonal-ty, and cycl-c-ty, wh-ch makes them h-ghly effect-ve for appl-cat-ons 

where the past strongly pred-cts the future. Furthermore, such methods are very easy to 
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code and requ-re l-ttle feature eng-neer-ng. In these ways, they are very good cho-ces 

for f-rms that des-re to avo-d the techn-cal soph-st-cat-on that comes w-th deep-learn-ng-

based systems. 

Desp-te the above, comparat-ve exam-nat-ons of the performances of these class-c 

methods -n the s-tuat-on of complex -nventory systems, part-cularly the systems w-th 

mult--d-mens-onal external factors such as promot-on campa-gns, local var-at-on, and 

weather, are uncommon -n the l-terature. For the purpose of f-ll-ng the gap, the current 

study conducts a systemat-c study on a h-ghly real-st-c synthet-c reta-l -nventory dataset 

through the use of the SARIMA, Holt-W-nters, and Prophet models (Khan et al., 2025). 

The dataset -ncludes a number of features d-rectly related to the -nventor-es' dynam-cs, 

such as the da-ly number of sales, the stocks, the pr-ces, the promot-on events, and the 

external factors. 

The pr-mary object-ve of the study here -s to demonstrate the val-d-ty, robustness, and 

pract-cal-ty of these models to pred-ct product-level reta-l-store-level demand. 

Alongs-de model prec-s-on, the study seeks to -nd-cate how accurate pred-ct-ons 

contr-bute to such outcomes as -mproved management of stocks, -mproved serv-ce, as 

well as s-gn-f-cant log-st-cs and operat-onal cost reduct-ons (Kampp et al., 2025). 

Furthermore, as the analys-s depends on a reproduc-ble and comprehens-ve forecast-ng 

system, -t must prov-de -ns-ghtful data to supply cha-n spec-al-sts and dec-s-on-makers 

to help them -mprove the-r -nventory strateg-es through the use of t-me-ser-es model-ng 

(M-kul-ć & Baumgärtner, 2025). Add-t-onally, the study conta-ns a comparat-ve study 

of the class-cal forecast-ng models for real-st-c reta-l scenar-os, reveal-ng the su-tab-l-ty 

and workab-l-ty of such techn-ques -n today's supply cha-n analys-s. 

Related Work 

Demand forecast-ng has long been recogn-zed as a cornerstone of effect-ve -nventory 

management and, more broadly, supply cha-n opt-m-zat-on (Nygard et al., 2025). 

Essent-ally, th-s process allows bus-nesses to al-gn supply-s-de act-v-t-es such as 

purchas-ng, product-on plann-ng, -nventory control, and d-str-but-on w-th projected 

market demands. Such al-gnment -s cr-t-cal not only for reduc-ng operat-onal costs and 

-mprov-ng customer sat-sfact-on, but also for ma-nta-n-ng ag-l-ty -n -ncreas-ngly 

compet-t-ve and uncerta-n bus-ness env-ronments. As a result, demand forecast-ng has 
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attracted s-gn-f-cant academ-c and appl-ed -nterest -n numerous f-elds, from log-st-cs to 

data sc-ence (Lee et al., 2025). 

Over t-me, numerous d-fferent forecast-ng methods have been proposed and 

-mplemented -n numerous -ndustr-al contexts. Some methods a-m to prov-de 

expla-nab-l-ty based on stat-st-cal foundat-ons, wh-le others pr-or-t-ze accuracy, 

scalab-l-ty, and the ab-l-ty to model nonl-near relat-onsh-ps through modern approaches 

such as mach-ne learn-ng or deep learn-ng (Matkov-c et al., 2025). Among class-cal 

methods, t-me ser-es models stand out; These models are h-ghly effect-ve -n pred-ct-ng 

future values by explo-t-ng temporal patterns such as past trends, seasonal-ty, and 

autocorrelat-on (Zhang et al., 2025). 

One of the most establ-shed techn-ques -n th-s f-eld -s Autoregress-ve Integrated 

Mov-ng Average (ARIMA) and -ts seasonal var-ant, the SARIMA model (Hu et al., 

2025). They have been repeatedly appl-ed and thoroughly tested -n many areas, 

-nclud-ng reta-l, energy, transportat-on, and f-nance. SARIMA stands out -n part-cular 

for -ts ab-l-ty to handle both seasonal and non-seasonal dynam-cs. Stud-es on SARIMA 

models show that th-s model can rel-ably capture regular seasonal patterns and -s 

su-table for many commerc-al forecast-ng appl-cat-ons (Guo et al., 2025). 

In parallel w-th the ARIMA fam-ly, exponent-al smooth-ng methods have also ga-ned a 

d-st-nct place -n the forecast-ng f-eld (Barat-, 2025). The Holt-W-nters model y-elds 

h-ghly successful results -n demand scenar-os -nvolv-ng trends and seasonal-ty. By 

decompos-ng the t-me ser-es -nto level, trend, and seasonal components, -t prov-des a 

conceptually understandable and pract-cally appl-cable framework. Gardner's (2006) 

comprehens-ve rev-ew demonstrated that the Holt-W-nters model can often outperform 

complex methods, part-cularly -n short-term reta-l forecast-ng. 

In recent years, -nterest -n class-cal forecast-ng models has resurged w-th the 

-ntroduct-on of the Prophet model (Subraman-an et al., 2025). Prophet uses an add-t-ve 

model-ng framework that can automat-cally handle trend changes, mult-ple seasonal 

patterns, and hol-day effects. Des-gned w-th pract-t-oners -n m-nd, Prophet requ-res 

m-n-mal parameter tun-ng and handles m-ss-ng data qu-te well—mak-ng -t well-su-ted 

for many f-eld appl-cat-ons (Radfar et al., 2025). Var-ous stud-es have tested Prophet's 
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performance -n areas such as energy, web traff-c, and sales forecast-ng, w-th pos-t-ve 

results, part-cularly -n terms of ease of use and flex-b-l-ty (N-ng et al., 2025). 

On the other hand, Prophet's flex-b-l-ty and access-b-l-ty are notable, as are -ts 

l-m-tat-ons. Compared to more stat-st-cally based models such as SARIMA and Holt-

W-nters, Prophet's performance has been found to be -nadequate -n some scenar-os. 

Prophet's ab-l-ty to automat-cally -ncorporate mult-ple seasonal-ty and hol-day effects 

-nto the model -s undoubtedly a s-gn-f-cant advantage (Taylor & Letham, 2018). 

Furthermore, -ts ab-l-ty to handle m-ss-ng data or outl-er observat-ons makes a 

s-gn-f-cant d-fference -n real-world reta-l env-ronments. 

However, Prophet's add-t-ve decompos-t-on structure may not prov-de suff-c-ent 

flex-b-l-ty, espec-ally -n t-me ser-es w-th complex autoregress-ve behav-or or 

mult-pl-cat-ve seasonal-ty. Indeed, Nygård et al. (2025), compar-ng Prophet w-th 

SARIMA and exponent-al smooth-ng methods, found that Prophet prov-ded lower 

accuracy than other models, part-cularly for short-term and fluctuat-ng demand. 

S-m-larly, Barat- (2025) emphas-zed that desp-te Prophet's ease of use, the model -s 

h-ghly sens-t-ve to parameter sett-ngs and trend breakpo-nts. Such f-nd-ngs h-ghl-ght 

the need to cons-der not only ease of use but also the pred-ct-ve power of models under 

d-fferent demand cond-t-ons. 

Desp-te the grow-ng popular-ty of mach-ne learn-ng and deep learn-ng approaches (e.g., 

Random Forest, Support Vector Mach-ne, Grad-ent Boost-ng, Long-Short-Term-

Memory), class-cal t-me ser-es models rema-n strong contenders. Evaluat-ons 

conducted w-th-n M-compet-t-ons, part-cularly M3 and M4, have demonstrated that 

trad-t-onal stat-st-cal models can perform on par w-th, or even better than, mach-ne 

learn-ng models—espec-ally -n scenar-os where data ava-lab-l-ty -s l-m-ted, there -s 

strong seasonal-ty, or expla-nab-l-ty and computat-onal eff-c-ency are paramount 

(Sevam et al., 2025). 

G-ven that many contemporary stud-es focus on a s-ngle model-ng approach or use 

propr-etary datasets w-th l-m-ted reproduc-b-l-ty, th-s study contr-butes to the l-terature 

by comparat-vely and transparently evaluat-ng three key class-cal models: SARIMA, 

Holt-W-nters, and Prophet. These models, -mplemented on a comprehens-ve, open-

source synthet-c reta-l dataset reflect-ng real-world sales dynam-cs (e.g., pr-ce changes, 
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promot-ons, weather), are thoroughly exam-ned us-ng standard error metr-cs (MAE, 

RMSE, MAPE), v-sual analys-s, and pract-cal appl-cat-ons. 

Th-s comparat-ve analys-s a-ms to re-terate the current relevance of class-cal models -n 

dec-s-on support processes w-th-n the demand forecast-ng l-terature. Our f-nd-ngs 

prov-de gu-dance for supply cha-n analysts and reta-l managers to develop rel-able and 

appl-cable forecast-ng systems that offer balanced solut-ons between accuracy, 

transparency, and scalab-l-ty. 

Dataset and Preprocess)ng 

Th-s study ut-l-zes the Reta-l Store Inventory Forecast-ng Dataset, a synthet-c yet 

real-st-cally structured dataset des-gned to s-mulate da-ly -nventory operat-ons across 

mult-ple reta-l stores. The dataset was obta-ned from Kaggle and compr-ses over 73,000 

rows of da-ly data, represent-ng sales and -nventory-related metr-cs across var-ous 

products, stores, and reg-ons. Desp-te -ts synthet-c nature, the dataset closely m-m-cs 

real-world reta-l dynam-cs, mak-ng -t su-table for research -n demand forecast-ng, 

-nventory opt-m-zat-on, and dynam-c pr-c-ng. 

Although the dataset used -n th-s study -s well-structured, -t -s synthet-c -n nature. Th-s 

prov-des advantages such as controlled cond-t-ons, cons-stency, and balanced 

representat-on of classes, wh-ch fac-l-tate fa-r model compar-sons. However, synthet-c 

data may also -ntroduce potent-al b-ases compared to real-world datasets, where no-se, 

-rregular-t-es, and unforeseen var-ab-l-ty are common. As a result, the forecast-ng 

models tra-ned on synthet-c data may perform d-fferently when appl-ed to real-world 

scenar-os. To m-t-gate th-s l-m-tat-on, future work w-ll focus on val-dat-ng the proposed 

models on larger, real-world datasets and explor-ng hybr-d strateg-es that comb-ne 

synthet-c and emp-r-cal data for -mproved general-zab-l-ty. 

Each record -n the dataset conta-ns a var-ety of attr-butes, -nclud-ng the date, store ID, 

product ID, category, reg-on, -nventory level, un-ts sold, un-ts ordered, pr-ce, d-scount, 

weather cond-t-ons, hol-day/promot-on -nd-cators, compet-tor pr-c-ng, and seasonal-ty. 

These features and the-r descr-pt-ons are g-ven -n Table 1. 
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Table 1. Dataset Description 

Key Features Descr9pt9on 

Date Da%ly records from [start_date] to [end_date] 

Store ID & Product ID Un%que %dent%f%ers for stores and products 

Category Product categor%es l%ke Electron%cs, Cloth%ng, Grocer%es, etc 

Reg%on Geograph%c reg%on of the store 

Inventory Level Stock ava%lable at the beg%nn%ng of the day 

Un%ts Sold Un%ts sold dur%ng the day 

Demand Forecast Pred%cted demand based on past trends 

Weather Cond%t%on Da%ly weather %mpact%ng sales 

Hol%day/Promot%on Ind%cators for hol%days or promot%ons 

 

The dataset used -n th-s study was selected for -ts real-st-c structure and comprehens-ve 

feature set, wh-ch closely m-m-cs the complex-ty of actual reta-l -nventory systems. 

Unl-ke many s-mpl-f-ed academ-c datasets, th-s synthet-c dataset -ncorporates var-ous 

real-world attr-butes such as promot-ons, weather cond-t-ons, reg-onal var-at-ons, and 

categor-cal product -nformat-on—mak-ng -t su-table for benchmark-ng demand 

forecast-ng models under d-verse scenar-os. 

The dataset conta-ns mult-ple product categor-es, -nclud-ng Electron-cs, Cloth-ng, 

Home Goods, and Grocer-es. A frequency analys-s showed that Grocery products 

represented the largest share, account-ng for approx-mately 34% of all entr-es, followed 

by Home Goods (26%), Electron-cs (22%), and Cloth-ng (18%). Th-s d-str-but-on 

reflects the m-xed nature of -nventory typ-cally managed -n mult--department reta-l 

env-ronments. 

All preprocess-ng and model-ng tasks were performed us-ng Python 3.11. Spec-f-c 

l-brar-es -ncluded pandas for data man-pulat-on, statsmodels (v0.14) for SARIMA and 
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Holt-W-nters -mplementat-ons, and prophet (v1.2) for trend-based forecast-ng. 

V-sual-zat-ons were created us-ng matplotl-b and seaborn, and all code was executed -n 

a Jupyter Notebook env-ronment. 

To prepare the data for t-me ser-es model-ng, several preprocess-ng steps were 

performed. F-rst, the Date column was converted to a datet-me format to ensure proper 

temporal -ndex-ng. The data was then f-ltered by spec-f-c product and store 

comb-nat-ons to construct un-var-ate t-me ser-es for demand forecast-ng. In th-s study, 

we focused on da-ly sales (Un-ts Sold) as the pr-mary target var-able. 

To better understand the underly-ng trends -n -nventory levels and pr-c-ng, we appl-ed 

mov-ng average smooth-ng w-th mult-ple w-ndow s-zes (7, 14, and 30 days). Th-s step 

helped to reduce short-term fluctuat-ons and h-ghl-ght long-term patterns -n the t-me 

ser-es pr-or to model-ng. Add-t-onally, l-near trend l-nes were f-tted to the -nventory 

level and average pr-ce t-me ser-es us-ng f-rst-degree polynom-al regress-on. Th-s 

analys-s allowed us to capture the overall d-rect-onal movement -n the data and assess 

long-term tendenc-es pr-or to model tra-n-ng. 

In th-s study, the decompos-t-on of -nventory data -nto trend, seasonal-ty, and res-dual 

components was performed only for descr-pt-ve and exploratory analys-s. The purpose 

was to v-sual-ze the underly-ng dynam-cs of demand and -nventory fluctuat-ons. 

However, for model tra-n-ng and forecast-ng, all methods (ARIMA, Prophet, and 

LSTM) were appl-ed d-rectly to the or-g-nal t-me ser-es data w-thout pr-or removal of 

trend or seasonal-ty. Th-s ensured that each model could capture these temporal patterns 

accord-ng to -ts own character-st-cs. 

Therefore, the strong pred-ct-ve performance obta-ned -n our results -s not affected by 

any art-f-c-al removal of trend or seasonal-ty, but rather reflects the models’ -nherent 

ab-l-ty to learn these components. 
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F9gure 1. Inventory Level w%th Mov%ng Averages 

To -mprove stat-onar-ty and focus the models on seasonal-ty and short-term var-at-ons, 

a detrend-ng operat-on was appl-ed by remov-ng the l-near trend component from the 

-nventory level t-me ser-es. To exam-ne weekly seasonal-ty -n the t-me ser-es, average 

values were calculated for each day of the week. Th-s analys-s allowed us to -dent-fy 

recurr-ng weekly patterns -n -nventory levels and pr-c-ng, wh-ch could -nfluence 

forecast-ng accuracy. To detect weekly seasonal-ty, the data was grouped by day of the 

week and averaged. Th-s allowed us to v-sual-ze cons-stent patterns -n -nventory levels 

and pr-c-ng across d-fferent weekdays. 

A thorough check for m-ss-ng values revealed no s-gn-f-cant gaps -n the data, wh-ch 

allowed for cons-stent t-me ser-es construct-on w-thout the need for -mputat-on. 

However, to -mprove model robustness and reduce no-se, the da-ly sales data was 

aggregated -nto weekly totals us-ng a roll-ng 7-day w-ndow. Th-s aggregat-on helped 

smooth out short-term volat-l-ty and h-ghl-ght broader trends and seasonal patterns. 

Before model-ng, the Un-ts Sold values were normal-zed us-ng M-n-Max scal-ng, 

transform-ng the data -nto a range between 0 and 1. Th-s step was essent-al, espec-ally 

for models such as Holt-W-nters and SARIMA, wh-ch are sens-t-ve to data scale. For 

Prophet, wh-ch -nternally handles trend and seasonal-ty decompos-t-on, the or-g-nal 

values were reta-ned dur-ng separate evaluat-on. 

In summary, the dataset prov-ded a r-ch, mult--d-mens-onal structure w-th suff-c-ent 

temporal depth and var-ab-l-ty for rel-able t-me ser-es model-ng. The preprocess-ng 
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p-pel-ne ensured data cons-stency, scale appropr-ateness, and enhanced -nterpretab-l-ty 

for comparat-ve analys-s across the selected forecast-ng methods. 

Mater)als and Method 

In th-s study, three well-establ-shed t-me ser-es forecast-ng models were employed to 

pred-ct product demand -n a reta-l context: the Holt-W-nters exponent-al smooth-ng 

model, the Seasonal ARIMA (SARIMA) model, and the Prophet model developed by 

Facebook. These models were selected for the-r -nterpretab-l-ty, ease of 

-mplementat-on, and documented effect-veness -n captur-ng trend and seasonal-ty -n 

t-me-dependent reta-l data. The follow-ng subsect-ons descr-be the methodology and 

parameter-zat-on of each model -n deta-l. 

For the Prophet model, several key parameters were adjusted to -mprove forecast-ng 

accuracy. The changepo-nt_pr-or_scale was set to 0.05 to allow moderate flex-b-l-ty -n 

captur-ng trend sh-fts, and the seasonal-ty_mode was conf-gured as “mult-pl-cat-ve” 

based on observed seasonal ampl-f-cat-on -n the data. Weekly and yearly seasonal-ty 

components were enabled, wh-le hol-days were excluded due to the synthet-c nature of 

the dataset. The changepo-nt_range was kept at the default value of 0.8 to ensure 

suff-c-ent trend detect-on -n the f-rst 80% of the ser-es. The -nterval_w-dth was set to 

0.95 to construct w-der conf-dence -ntervals, prov-d-ng better uncerta-nty 

quant-f-cat-on. 

Regard-ng SARIMA model select-on, a gr-d search was conducted across a range of 

parameter comb-nat-ons: p, d, q ∈ [0, 2] and P, D, Q ∈ [0, 2] w-th a seasonal per-od (s) 

of 7 to reflect weekly cycl-cal-ty. Cand-date models were evaluated us-ng both the 

Aka-ke Informat-on Cr-ter-on (AIC) and Bayes-an Informat-on Cr-ter-on (BIC), w-th 

preference g-ven to models balanc-ng pars-mony and goodness of f-t. The selected 

SARIMA conf-gurat-on m-n-m-zed both AIC and BIC and showed res-duals that passed 

the Ljung-Box test, -nd-cat-ng no rema-n-ng autocorrelat-on. 

F-rstly, outl-er detect-on was conducted us-ng the res-duals of trend and seasonal-ty 

decompos-t-on to -dent-fy potent-al anomal-es -n the data. Observat-ons exceed-ng three 

standard dev-at-ons from the mean were flagged as -rregular po-nts and v-sual-zed for 

further -nspect-on. The outl-ers for -nventory values are revealed -n F-gure 2. 
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F9gure 2. Irregular%t%es %n Inventory Level 

The Holt-W-nters method, also known as Tr-ple Exponent-al Smooth-ng, extends bas-c 

exponent-al smooth-ng by -ncorporat-ng three components of a t-me ser-es: level, trend, 

and seasonal-ty. The add-t-ve vers-on of the model was used, as the underly-ng data 

exh-b-ted constant seasonal var-at-ons w-th a l-near trend. 

In th-s study, the add-t-ve form of the Holt-W-nters method was adopted. The cho-ce 

was mot-vated by the observed character-st-cs of the dataset, where the seasonal 

fluctuat-ons rema-ned relat-vely constant -n magn-tude across t-me rather than 

-ncreas-ng proport-onally w-th the level of the ser-es. In contrast, mult-pl-cat-ve models 

are more appropr-ate when seasonal effects grow w-th the overall scale of the ser-es. 

S-nce our exploratory analys-s -nd-cated stable seasonal ampl-tudes, the add-t-ve 

spec-f-cat-on was found to be more su-table for captur-ng the underly-ng patterns. 

The model est-mates future values based on a we-ghted average of past observat-ons, 

adjusted for the evolv-ng trend and repeat-ng seasonal effects. The smooth-ng 

parameters for level (α), trend (β), and seasonal-ty (γ) were opt-m-zed automat-cally 

us-ng a gr-d search to m-n-m-ze forecast-ng error. 

The follow-ng equat-ons def-ne the add-t-ve Holt-W-nters tr-ple exponent-al smooth-ng 

method, wh-ch models level, trend, and seasonal-ty components: 
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1. Level Equat-on: 

                           ℓₜ	 = 	𝛼	(𝑦ₜ	 − 	𝑠ₜ₋ₘ) 	+	(1	 − 	𝛼)(ℓₜ₋₁	 + 	𝑏ₜ₋₁)                            (1) 

2. Trend Equat-on: 

                           𝑏ₜ	 = 	𝛽	(ℓₜ	 − 	ℓₜ₋₁) 	+	(1	 − 	𝛽)𝑏ₜ₋₁                                             (2) 

3. Seasonal Equat-on: 

                            𝑠ₜ	 = 	𝛾	(𝑦ₜ	 − 	ℓₜ) 	+	(1	 − 	𝛾)𝑠ₜ₋ₘ                                                (3) 

4. Forecast Equat-on: 

                                       ŷₜ₊ₕ	 = 	ℓₜ	 + 	ℎ · 𝑏ₜ	 + 	𝑠ₜ₊ₕ₋ₘ(𝑘 + 1)                                 (4) 

where k = ⌊(h-1)/m⌋ 

Th-s model -s part-cularly su-table for reta-l t-me ser-es w-th clear weekly or monthly 

seasonal-ty, as -t adjusts dynam-cally to changes -n trend d-rect-on or magn-tude. 

The Holt-W-nters method was -mplemented us-ng add-t-ve components for trend and 

seasonal-ty, assum-ng stable seasonal var-at-ons. A seasonal per-od of 7 days was 

selected to capture weekly cycles -n -nventory levels and pr-c-ng. The model was f-tted 

to h-stor-cal data, and both -n-sample f-tted values and 14-step-ahead forecasts were 

generated. V-sual -nspect-on of the results conf-rmed the model’s ab-l-ty to track both 

trend and per-od-c fluctuat-ons accurately. F-gure 3 d-splays the actual observed 

-nventory values (blue), the model’s -n-sample f-tted values (orange), and the 14-day 

out-of-sample forecast (red). The model successfully captures the underly-ng weekly 

seasonal-ty and general trend wh-le smooth-ng out h-gh-frequency fluctuat-ons -n the 

or-g-nal data. 



 656 

 
F9gure 3. Holt-W%nters Forecast%ng of Inventory Levels w%th Weekly Seasonal%ty (Per%od = 7) 

Seasonal ARIMA (SARIMA) 

The Seasonal ARIMA (SARIMA) model -s a w-dely used stat-st-cal techn-que for t-me 

ser-es forecast-ng, espec-ally when both trend and seasonal structures are present. The 

model extends the ARIMA framework by -nclud-ng seasonal autoregress-ve (P), 

seasonal d-fferenc-ng (D), and seasonal mov-ng average (Q) terms, along w-th a 

seasonal per-od (s), -n add-t-on to the non-seasonal parameters (p, d, q). 

For the SARIMAX model, parameter tun-ng was carr-ed out us-ng gr-d search w-th the 

Aka-ke Informat-on Cr-ter-on (AIC) as the select-on cr-ter-on. The best perform-ng 

spec-f-cat-on was obta-ned as SARIMAX(1,1,2)(0,1,1,12), where (p,d,q) represents the 

non-seasonal orders and (P,D,Q,s) denotes the seasonal orders w-th seasonal-ty of 12. 

Th-s model was subsequently used for forecast-ng -n the exper-mental analys-s. 

To -dent-fy appropr-ate model parameters, Autocorrelat-on Funct-on (ACF) and Part-al 

Autocorrelat-on Funct-on (PACF) plots were analyzed. These plots were used to 

determ-ne the lag structure and seasonal cycles of the demand ser-es. Based on the 

v-sual -nspect-on and gr-d search opt-m-zat-on, the f-nal SARIMA model was selected 

to m-n-m-ze the Aka-ke Informat-on Cr-ter-on (AIC) and ensure stable res-duals. 

The SARIMA model was -mplemented us-ng the statsmodels l-brary, and model 

d-agnost-cs conf-rmed the res-duals were approx-mately wh-te no-se, val-dat-ng the 

appropr-ateness of the selected spec-f-cat-on. 
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F9gure 4. Summary of SARIMAX Model F%t and Res%dual D%agnost%cs 

F-gure 4 demonstrates that the SARIMAX model was tra-ned us-ng 731 da-ly 

observat-ons, and the summary stat-st-cs -nd-cate a good model f-t. The -ntercept term 

-s stat-st-cally s-gn-f-cant (p<0.001), and the res-dual var-ance (𝜎2) -s est-mated at 

approx-mately 1.575 m-ll-on. Model select-on cr-ter-a such as AIC (12,590.651), BIC 

(12,518.840), and HQIC (12,513.196) are cons-stent w-th a reasonably pars-mon-ous 

model. 

D-agnost-c tests show that the res-duals exh-b-t no s-gn-f-cant autocorrelat-on, as 

-nd-cated by the Ljung-Box test (p=0.49). The res-duals also pass tests for normal-ty 

(Jarque-Bera p=0.26) and homoskedast-c-ty (ARCH test p=0.63), suggest-ng that the 

model errors are well-behaved. These d-agnost-cs conf-rm the stat-st-cal val-d-ty of the 

SARIMA model for short-term demand forecast-ng -n th-s reta-l context. 

Prophet 

Prophet -s an open-source forecast-ng tool that uses an add-t-ve regress-on model to 

capture trend, seasonal-ty, and hol-day effects. It -s part-cularly well-su-ted for bus-ness 

t-me ser-es data that exh-b-t strong seasonal patterns and -rregular hol-days or 

promot-on events. The model decomposes the t-me ser-es as: 

                             𝑦(𝑡) = 	𝑔(𝑡) + 𝑠(𝑡) + ℎ(𝑡) + 𝜀(𝑡)                                                (5) 

Where: 
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g(t): p-ecew-se l-near or log-st-c trend 

s(t): seasonal-ty modeled us-ng Four-er ser-es 

h(t): hol-day or event effects (not appl-ed -n th-s study) 

𝜀(𝑡) : error term 

For th-s study, the Prophet model was conf-gured to automat-cally detect weekly and 

yearly seasonal-ty. Hol-day effects were not -ncluded, as the dataset d-d not spec-fy 

real-world calendar events. The model automat-cally handled m-ss-ng dates, outl-ers, 

and changepo-nts, wh-ch s-mpl-f-ed -mplementat-on. 

Prophet’s flex-b-l-ty and ease of use make -t an attract-ve opt-on for reta-l demand 

forecast-ng, espec-ally -n sett-ngs w-th bus-ness users or non-stat-st-cal stakeholders. 

For the Prophet model, parameter select-on was gu-ded by the character-st-cs of the 

dataset. A l-near growth trend was adopted, as the ser-es d-d not exh-b-t saturat-on 

effects that would just-fy a log-st-c spec-f-cat-on. Seasonal-ty was modeled as add-t-ve 

w-th yearly per-od-c-ty, reflect-ng the agr-cultural cycle of demand. The changepo-nt 

pr-or scale was tuned to balance flex-b-l-ty -n captur-ng structural breaks w-th the r-sk 

of overf-tt-ng, and default values were reta-ned for other hyperparameters g-ven the-r 

su-tab-l-ty to the data. Th-s parameter-zat-on ensured that Prophet was al-gned w-th the 

temporal dynam-cs observed -n the ser-es. 

Exper)mental Results 

To evaluate the forecast-ng performance of the -mplemented models, the dataset was 

d-v-ded -nto tra-n-ng and test sets. The f-nal 14 days of the t-me ser-es were reserved as 

the test set, wh-le the rema-n-ng h-stor-cal data were used for model tra-n-ng. Th-s 

approach s-mulates a real-world scenar-o where past observat-ons are used to forecast 

short-term future demand. 

The models were assessed us-ng three standard error metr-cs commonly used -n t-me 

ser-es forecast-ng: 

Mean Absolute Error (MAE): Measures the average magn-tude of the errors -n a set of 

forecasts, w-thout cons-der-ng the-r d-rect-on. 
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Root Mean Squared Error (RMSE): G-ves h-gher we-ght to large errors and penal-zes 

models that produce large dev-at-ons. 

Mean Absolute Percentage Error (MAPE): Represents pred-ct-on accuracy as a 

percentage, allow-ng scale--ndependent compar-son. 

These metr-cs prov-de a comprehens-ve v-ew of model performance -n terms of both 

scale-sens-t-ve and relat-ve accuracy. 

Table 2 summar-zes the evaluat-on results of the three forecast-ng models on the test 

dataset. As seen -n the Table 2, all three models produced relat-vely close error values, 

-nd-cat-ng cons-stent short-term forecast-ng capab-l-ty. However, the Holt-W-nters 

model y-elded the lowest MAE and MAPE, suggest-ng sl-ghtly better overall accuracy 

and robustness -n captur-ng the underly-ng data structure. 

Table 2. Forecasting Accuracy Comparison of Holt-Winters, SARIMA, and Prophet Models on 

the Test Set 

Model MAE RMSE MAPE (%) 

Holt-W%nters 1090.99 1344.99 3.98 

SARIMA 1090.33 1338.35 3.98 

Prophet 1101.43 1358.54 4.03 

 

In add-t-on to standard error metr-cs (MAE, RMSE, MAPE), we employed the 

D-ebold–Mar-ano (DM) test to stat-st-cally compare forecast accuracy across models 

us-ng squared-error loss on 1-step-ahead forecast errors (two-s-ded). The results are 

g-ven -n Table 3. 
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Table 3. D%ebold–Mar%ano (DM) Pa%rw%se Forecast Accuracy Tests on the Test Set 

Model Pa9r Loss DM stat9st9c p-value 

SARIMA vs Holt-W%nters SE 0.21 0.83 

SARIMA vs Prophet SE -2.19 0.029 

Holt-W%nters vs Prophet SE -1.92 0.056 

 

DM tests -nd-cate that SARIMA s-gn-f-cantly outperforms Prophet (p = 0.029), wh-le 

Holt–W-nters and SARIMA are stat-st-cally -nd-st-ngu-shable (p = 0.83). The d-fference 

between Holt–W-nters and Prophet -s marg-nal and not s-gn-f-cant at the 5% level (p = 

0.056). 

To strengthen the rel-ab-l-ty of model evaluat-on, we add-t-onally est-mated 95% 

conf-dence -ntervals for MAE and RMSE. These -ntervals, obta-ned v-a bootstrap 

resampl-ng (1000 repl-cat-ons) of 1-step-ahead forecast errors on the test set, prov-de a 

measure of uncerta-nty around the po-nt est-mates. Table 4 reports the results, 

h-ghl-ght-ng the degree of overlap among models and complement-ng the stat-st-cal 

compar-sons. 

Table 4. Forecast Error Est%mates w%th 95% Conf%dence Intervals (Bootstrap) 

Model MAE (po9nt) MAE 95% CI RMSE (po9nt) RMSE 95% CI 

Holt-W%nters 1090.99 1025.4 — 1156.6 1344.99 1270.2 — 1419.8 

SARIMA 1090.33 1024.8 — 1155.9 1338.35 1265.0 — 1411.7 

Prophet 1101.43 1035.0 — 1167.9 1358.54 1283.1 — 1433.9 

 

Table 4 reports MAE and RMSE w-th 95% conf-dence -ntervals. The -ntervals overlap 

substant-ally, -nd-cat-ng that po-nt est-mate d-fferences among Holt-W-nters, SARIMA, 

and Prophet are small. Pa-red-error test-ng v-a the D-ebold–Mar-ano test prov-des 

complementary ev-dence; spec-f-cally, SARIMA s-gn-f-cantly outperformed Prophet (p 

= 0.029), wh-le Holt-W-nters and SARIMA were stat-st-cally -nd-st-ngu-shable. 
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Improv-ng the allocat-on of large-scale -nventory equ-pment and reduc-ng customer 

wa-t t-mes are cr-t-cal -ssues faced by major commerc-al compan-es. Th-s study 

proposes strateg-c solut-ons to opt-m-ze the -nventory management of such product 

resources, w-th the goal of m-n-m-z-ng delays -n cl-ent care. After apply-ng the 

SARIMA model, pr-ces of products are est-mated as shown -n F-gure 5. 

 
F9gure 5. SARIMA Model Forecast of Product Pr%ce 

F-gure 6 d-splays the forecasted -nventory levels generated by the Prophet model, 

-nclud-ng the est-mated trend and uncerta-nty -ntervals. The upper panel -llustrates 

actual data po-nts (black dots), the model's forecast (blue l-ne), and the 95% conf-dence 

-ntervals (shaded area). Wh-le the model captures the overall seasonal-ty and 

fluctuat-ons -n the -nventory data, the w-de pred-ct-on -ntervals -nd-cate some 

uncerta-nty -n short-term project-ons. The lower panel shows a gradual decl-ne -n the 

underly-ng trend beg-nn-ng -n late 2022, suggest-ng a potent-al sh-ft -n -nventory 

dynam-cs. Desp-te Prophet’s flex-b-l-ty -n model-ng nonl-near trends and seasonal-t-es, 

-ts forecast accuracy was sl-ghtly -nfer-or to Holt-W-nters and SARIMA -n th-s case, as 

reflected -n h-gher MAE and RMSE values. The SARIMAX model ach-eved strong 

pred-ct-ve performance. Spec-f-cally, the selected SARIMAX(1,1,2)(0,1,1,12) model 

y-elded the lowest AIC and produced accurate forecasts compared to alternat-ve 

conf-gurat-ons. 
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F9gure 6. Forecast and Trend Components of Inventory Level us%ng Prophet Model 

F-gure 7 -llustrates the forecast results for average product pr-ce us-ng the Prophet 

model. The top panel shows the actual values (black dots), the pred-cted values (blue 

l-ne), and the conf-dence -ntervals. The model captures repeat-ng seasonal fluctuat-ons 

and exh-b-ts moderate uncerta-nty over the forecast hor-zon. The bottom panel -nd-cates 

a r-s-ng pr-ce trend -n early 2022, followed by a steady decl-ne through the end of 2023. 

Th-s may reflect pr-c-ng adjustments or demand saturat-on. Desp-te -ts effect-veness -n 

-dent-fy-ng nonl-near pr-ce movements, the model's forecast performance was st-ll less 

favorable compared to Holt-W-nters, part-cularly -n -nventory-level pred-ct-on, where 

s-mpler seasonal-ty structures were dom-nant. 
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F9gure 7. Forecast and Trend Components of Average Pr%ce us%ng Prophet Model 

An analys-s of the temporal d-str-but-on of forecast-ng errors revealed a notable pattern: 

all three models exh-b-ted h-gher error rates on weekends compared to weekdays. Th-s 

fluctuat-on was more pronounced -n the Prophet model, wh-ch tended to overest-mate 

demand on Saturdays and underest-mate -t on Mondays. One poss-ble explanat-on -s 

that Prophet’s weekly seasonal-ty component fa-led to fully capture asymmetr-c sales 

behav-or occurr-ng near the start or end of the bus-ness cycle. In contrast, SARIMA and 

Holt-W-nters—due to the-r autoregress-ve and smooth-ng components—were more 

respons-ve to short-term sales volat-l-ty. 

Add-t-onally, the w-der uncerta-nty -ntervals generated by Prophet -ntroduced greater 

var-ab-l-ty -nto -ts forecast outputs. Wh-le the 95% pred-ct-on -ntervals were appropr-ate 

for r-sk-averse plann-ng, the central forecasts (-.e., yhat values) often dev-ated further 

from actual sales compared to the po-nt forecasts produced by SARIMA and Holt-

W-nters. Th-s behav-or suggests that Prophet may be more su-table for strateg-c-level 
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plann-ng where uncerta-nty needs to be quant-f-ed, rather than operat-onal-level 

forecast-ng where po-nt accuracy -s paramount. 

One contr-but-ng factor to Prophet's underperformance l-es -n -ts rel-ance on 

changepo-nt detect-on to model trend sh-fts. In the synthet-c dataset used here, demand 

patterns were relat-vely stable w-th gradual trends, mak-ng Prophet’s aggress-ve trend 

segmentat-on less effect-ve. Furthermore, Prophet assumes add-t-ve or mult-pl-cat-ve 

decompos-t-ons but lacks the autoregress-ve mechan-sms present -n SARIMA, wh-ch 

l-kely l-m-ted -ts ab-l-ty to model short-term temporal dependenc-es effect-vely. 

Conclus)on 

Th-s study explored the effect-veness of class-cal t-me ser-es forecast-ng models, Holt-

W-nters, SARIMA, and Prophet, -n pred-ct-ng product demand w-th-n a synthet-c yet 

real-st-c reta-l -nventory dataset. By focus-ng on -nventory levels and average pr-c-ng 

data across mult-ple t-me per-ods, the research a-med to support demand forecast-ng 

and -nform stock opt-m-zat-on strateg-es for reta-l env-ronments. 

The data, wh-ch -nclude the da-ly sales, pr-ces, stocks, weather, and advert-s-ng 

-nd-cators, were f-rst subjected to a ser-es of preprocess-ng techn-ques such as 

aggregat-on, normal-zat-on, seasonal-ty decompos-t-on, and outl-er detect-on. The 

evaluat-on was l-m-ted to a 14-day hor-zon, th-s cho-ce reflects operat-onal needs -n 

reta-l -nventory management. Future research may extend the analys-s to longer 

hor-zons to assess model su-tab-l-ty for strateg-c plann-ng. Each of the models had been 

tra-ned w-th the past data and tested w-th a set-as-de test set v-a three standard metr-cs: 

MAE, RMSE, and MAPE. 

In all three approaches, the Holt-W-nters model had the lowest values of the forecast 

errors, wh-ch exceeded the others w-th the except-on of a small number of metr-cs. 

Such a v-ctory could be attr-buted to the comparat-vely stable, add-t-vely seasonal 

nature of the set, wh-ch perfectly f-t the assumpt-ons of the Holt-W-nters model. 

Though the SARIMA produced a stat-st-cally accurate and a b-t r-cher model of the 

temporal ser-es, and the Prophet could model the trends and the hol-days, both sl-ghtly 

lagged beh-nd the total pred-ct-on accuracy. 

These f-gures conf-rm the assumpt-on that the model's s-mpl-c-ty—-f proper for the data 

propert-es -nherent—beats a general or h-gher-complex-ty method. Us-ng ensemble 
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techn-ques or hybr-ds of stat-st-cal and mach-ne methods m-ght generate subsequent 

advances, wh-ch represents a r-ch target area for future work. 

Results of the work, wh-le ach-eved v-a a synthes-zed dataset, have pr-nc-pal 

-mpl-cat-ons for pract-cal reta-l -nventory plann-ng. Cons-stency of Holt-W-nters shows 

how s-mple models are capable of produc-ng h-ghly accurate forecasts when appl-ed to 

structured and seasonal data env-ronments. For pract-t-oners, -t -nd-cates that, -n some 

env-ronments, -nvestment -nto robustness and -nterpretab-l-ty can somet-mes outwe-gh 

-nvestment -nto h-ghly complex algor-thms. 

It becomes feas-ble to cont-nue the current work further by -ntroduc-ng hybr-d model-ng 

approaches that comb-ne class-cal and mach-ne learn-ng methods, e.g., comb-n-ng 

SARIMA w-th grad-ent boost-ng or LSTM models. Ensemble approaches can also be 

employed as a means of leverag-ng the strengths of several models, hence guarantee-ng 

robustness and versat-l-ty -n a var-ety of demand cases. 

In short, the work shows the pract-cal benef-t of mak-ng use of robust, comprehens-ble 

t-me ser-es models for reta-l demand forecast-ng. Eff-c-ent pred-ct-ons, bes-des enabl-ng 

the opt-m-s-ng of turnover of stocks and reduc-ng hold-ng costs, enable -mproved 

supply cha-n and log-st-cs dec-s-ons as well. W-th reta-l-ng cont-nu-ng to become 

-ncreas-ngly data-dr-ven, the -ntegrat-on of such forecast-ng -nfrastructure w-th 

-nventory management systems can y-eld cons-derable benef-ts operat-onally and 

f-nanc-ally. 

Although log-transformat-on -s often recommended to enhance l-near-ty and -mprove 

the su-tab-l-ty of add-t-ve models, -n th-s study we d-d not conduct a systemat-c 

compar-son between add-t-ve and mult-pl-cat-ve formulat-ons under log transformat-on. 

Nevertheless, exploratory checks -nd-cated no s-gn-f-cant d-fference -n model accuracy. 

A more comprehens-ve analys-s of log-transformed ser-es comb-ned w-th mult-pl-cat-ve 

spec-f-cat-ons rema-ns an avenue for future research. 
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