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Oz: Cok Kriterli Karar Verme (CKKV) yéntemleri, veri kesfi siirecinin ilk adimindan son adimina kadar her
asamada karar destek sistemlerinde aktif rol oynayan bilimsel yaklasimlari igerir. Bu calismada, CKKV
yontemleri, simiflandirma problemlerinde makine Ogrenmesi algoritmalart ile elde edilen sonuglarin
degerlendirilmesinde uzlasik ¢oziim elde edilmesi amaciyla uygulanmistir. Veriye ait her bir 6zellik farkli 6nem
diizeylerine sahip oldugundan bu 6zelliklerin agirliklandirilmasinda da CKKV yoéntemleri kullanilmaktadir.
Buna gore, calismada, 6zellik agirliklandirmast amaciyla AHP, Entropi ve CRITIC yontemleri kullanilmustir.
Ayrica, agirliklandirilmig verinin siniflandirilmast amaciyla Lojistik Regresyon, k-En Yakin Komsu algoritmast,
Destek Vektor Makineleri ve Rasgele Orman makine dgrenmesi simiflandirma algoritmalari uygulanmistir.
Siniflandirma algoritmalarinin performansinin degerlendirilmesi i¢in Dogruluk, Kesinlik, Duyarlilik, F1-Skor
ve AUC gibi ¢esitli performans dlgiitleri kullanilmistir. Bu 6l¢iitler kriter olarak kabul edilerek bir karar matrisi
olusturulmustur. Her bir kriter, IDOCRIW yontemi ile agirliklandirilmigtir. Uygulanan siniflandirma
yontemlerinin siralamalari, TOPSIS, EDAS, CODAS ve MABAC gibi ¢esitli CKKV yontemleri ile
hesaplanmistir. Uygulama kapsaminda Ar-Ge tegvikleri alanindan bir siniflandirma problemi ele alinmigtir. Tim
hesaplamalar Python 3.11.3. PyDecision kiitliphanesi kullanilarak gergeklestirilmis ve elde edilen sonuglar
ayrintili bigimde analiz edilip tartisilmistir.  AHP, Entropi ve CRITIC yontemleri ile agirliklandirilmig
smiflandirma algoritmalarinin performanslar1 farkli CKKV yontemleri ile siralandiginda elde edilen tiim
sonuglarda Rasgele Orman algoritmasinin 6ncelikli tercih edildigi, k-En Yakin Komsu algoritmasinin son sirada
tercih edilebilecegi bilgisine ulagilmustir.

Anahtar Kelimeler: Ar-Ge Tesvikleri, Cok Kriterli Karar Verme (CKKV) Yéntemleri, Makine Ogrenmesi
Smiflandirma Algoritmalari, Performans Olgiitleri, Siniflandirma Problemi

How to Achieve Consensus for Classification Problems about R&D Incentives with
Multi-Criteria Decision Making Methods?

Abstract: Multi-Criteria Decision Making (MCDM) methods include scientific approaches that play an active
role in decision support systems from the first step to the last step of the data discovery process. In this study,
the MCDM methods are used to reach a consensus on the results obtained using machine learning algorithms for
classification problems. As each data feature has a different level of importance, MCDM methods are also used
to weight these features. In this study, AHP, Entropy and CRITIC methods are used for feature weighting.
Additionally, the following machine learning classification algorithms were applied to classify the weighted data:
Logistic Regression, k-Nearest Neighbours, Support Vector Machines and Random Forest. Various performance
measures, such as Accuracy, Precision, Sensitivity, F1-Score and AUC, were used to evaluate the performance
of the classification methods. These criteria were adopted and a decision matrix was created. Each criterion was
weighted using the IDOCRIW method. The rankings of the classification methods applied were calculated using
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various MCDM methods, such as TOPSIS, EDAS, CODAS and MABAC. The application considers a
classification problem in the field of R&D incentives. All calculations were performed using the Python 3.11.3.
PyDecision library. The results were analysed and discussed in detail. When the performances of the
classification algorithms weighted with AHP, Entropy and CRITIC methods are ranked using different MCDM
methods, it is concluded that the Random Forest algorithm is the preferred among all of the obtained results
while the k-Nearest Neighbours algorithm is the least preferred one.

Keywords: R&D Incentives, Multi Criteria Decision Making Methods (MDCM), Machine Learning Classification
Algorithms, Performance Metrics, Classification Problem

1. Giris

Bilgi teknolojilerindeki gelismeler ile birlikte dijital ortamlarda biiyiik miktarda veri
iiretilebilmekte ve saklanabilmektedir. Depolanan ham verilerden anlamli ve kullanilabilir bilginin elde
edilebilmesi i¢in ham verinin islenmesi siireci kritik dneme sahiptir (Ulu Metin, 2024). Bu nedenle, veri
analizi siireglerinin temelini olusturan bilgi kesfi, olduk¢a 6nem kazanmistir.

Fayyad ve ark. (1996) tarafindan yapilan ¢alismada, verilerin, bilgi kesfinden yararlanilarak
etkin bicimde analiz edilmesiyle karar verme siireclerine katki saglayacak degerde bilgiler iiretildigi
vurgulanmaktadir. Veriden bilgi kesfinin 6n isleme asamasinda, veri temizleme, biitiinlestirme, boyut
indirgeme ve veri secimi gibi islemler istatistiksel yaklagimlara dayali olarak gerceklestirilmektedir. Bu
sayede eksik degerler tamamlanmakta, tutarsiz ve anlamsiz veriler ¢ikartilmaktadir. Gerekli durumlarda,
uygun doniisiim teknikleriyle veri doniisiimii yapilarak veri, analiz siirecine hazir hale getirilmektedir.
Betimsel istatistikler ve veri gorsellestirme yontemleri ile veri setindeki degiskenlerin temel istatistiksel
oOzellikleri ortaya konularak verinin genel yapisinin anlagilmasi saglanmaktadir.

Veri setindeki her bir degisken veriye ait Ozellikleri ifade eder. Betimsel istatistikler
hesaplanmadan 6nce veri setindeki degisken tiirleri incelenir. m sayida bagimsiz degisken, bir bagiml
degiskenden olusan n gozlemli veri seti 6rnegi Cizelge1’de goriilmektedir.

Cizelge 1. Cok degiskenli bir veri seti 6rnegi

Bagimsiz degiskenler Bagimli degisken
No. X, X, X, Y
1 X1 X5 Xim Y1
2 Xa1 X2 Xom Y2
n an Xn2 Xnm yn

Burada, bagimsiz degiskenler X =[Xij] ve bagimli degisken Y :[yi] , bicimindedir,
nxm nx.
i=12,...,n, j=12,...,m . Veri setinin bir simflandirma problemine iliskin olmas1 durumunda,

Cizelgel’de goriilen bagimli degisken kategorik degerler alirken bagimsiz degiskenler nicel ve/veya
kategorik degerlerden olusabilir. Veri setindeki her bir degisken farkl1 6nem derecelerine sahip olabilir.
CKKYV yontemlerinden yararlanilarak 6znel ya da nesnel yaklagimlarla veri setindeki degiskenlerin
onem agirliklart w=[w, w, --- w,] hesaplamr. Elde edilen 6nem agirliklari kullanilarak yeni
bagimsiz degiskenler S, =wX,, 1=12,...,m bigiminde hesaplandiginda Cizelge 2’deki
agirliklandirilmis veri seti elde edilir.
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Cizelge 2. Cok degiskenli bir veri setinin agirliklandirilmasi

Bagimsiz degiskenler Bagimli degisken
No. - ¢ Cn Y
1 Cu Co Cim Y1
2 Ca Cn Com Y2
n é/nl é/nz élnm yn

On isleme siireci tamamlanan agirliklandirilnig veri setine, makine dgrenmesi smiflandirma
algoritmalar1  uygulanarak  6ngérii  modeli  olusturulur.  Simiflandirma  algoritmalarinin
degerlendirilmesinde performans Olciitleri kullanilir. Hesaplanan performans degerlerine gore
siiflandirma algoritmalarinin tercih siralamasi CKKV yéntemleri ile belirlenir. Rafiei-Sardooi ve ark.
(2021) ¢alismalarinda, kentsel sel riski degerlendirmesinde CKKV ve makine 6grenmesi algoritmalarini
birlestirerek hibrit bir yaklagim sunmuslardir. Calismada sel tehlikesini modellemek i¢in Destek Vektor
Makineleri, Rasgele Orman ve Desteklenmis Regresyon Agaglar1 kullanilmistir. Model performanslar
AUC degerleri ile 6l¢iilmiis olup Rasgele Orman diger algoritmalardan daha iyi performans gostermistir.
Xie & Zhang (2023) ¢aligmalarinda, birgok kategorik degiskene sahip gergek bir veri setindeki degisken
se¢imi igin TOPSIS kullanmustir. Modelin sonucunu etkileyen en 6nemli degiskenler belirlenerek
makine Ogrenmesi algoritmalarindan Karar Agaci, Rasgele Orman ve XGBoost uygulanarak
performanslar1 hesaplanmustir. Onerilen yaklasimin XGBoost yonteminden daha iyi performansla
Rasgele Orman algoritmasina ise benzer bir performans gosterdigi sonucuna ulagilmstir.

Bu c¢alismada, makine Ogrenmesi simiflandirma algoritmalarina karar verilmesinde
agirliklandirma ve siralama amaciyla CKKV yontemleri kullanilmistir. Onerilen yaklasimin Ar-Ge
tesvikleri alanindaki gercek veri seti iizerinde uygulanabilirligi gosterilmistir. Bu c¢alisma, CKKV
yontemlerinin hem veri 6n isleme siirecindeki agirliklandirma agsamasinda ve hem de makine 6grenmesi
algoritmalarinin siralama agsamasinda kullanilmasiyla biitiinlesik ve uzlasik bir karar verme yaklagimi
sunarak literatiire 6zgiin bir katk1 saglamaktadir.

Caligmanin ikinci boliimiinde, degiskenleri agirliklandirilmis veri setine uygun olan makine
ogrenmesi siniflandirma algoritmalarindan Lojistik Regresyon, k-En Yakin Komsu algoritmasi, Destek
Vektor Makineleri ve Rasgele Orman’in teorik aciklamalari, uygulama adimlar1 ve ayarlanabilir
parametreleri ile siniflandirma performans olgiitleri hakkinda bilgi verilmistir. Caligmanin tglincii
bolimiinde CKKV yontemleri agirliklandirma (AHP, Entropi ve CRITIC) ve siralama (TOPSIS,
CODAS, EDAS ve MABAC) basliklar1 altinda degerlendirilerek bu yontemlere iliskin uygulama
adimlari verilmistir. Caligmanin dordiincii boliimiinde, 6nerilen yaklagimin Ar-Ge tesvikleri alanindaki
gergek veri seti izerinde uygulanabilirligi gosterilmistir. Caligmanin besinci bolimiinde ise gergek veri
setine iligkin elde edilen sonuglar yorumlanmustir.

2. Makine Ogrenmesi Simiflandirma Algoritmalar

Makine 6grenmesi siniflandirma algoritmalari, verideki gizli Oriintiileri ortaya c¢ikararak
gozlemlerin hangi sinifa ait oldugunu tahmin edilmesini saglayan denetimli 6grenme yontemleridir.
Smiflandirma algoritmalarinin uygulanabilmesi icin, her bir algoritmaya iliskin ayarlanabilir
parametrelerin uygun big¢imde belirlenmis olmasi gerekir. Ayarlanabilir parametrelerin se¢imi,
algoritmalarin smiflandirma performansinda etkilidir. Bagimli degiskenin kategorik ve bagimsiz
degiskenlerin siirekli ve/veya kategorik degiskenlerden olustugu veri setleri i¢in asagidaki siniflandirma
algoritmalar kullanilmaktadir.

2.1. Lojistik regresyon

Lojistik regresyon (LR), veri setindeki gozlemlerin belirli bir sinifa ait olup olma olasiligini
hesaplayarak yeni gozlemleri smiflandiran bir makine &grenmesi algoritmasidir. Y, €{0,1} iken

{( XY, )}in:1 etiketli bir veri seti olsun. Bu veri setinde, bagimli degisken kategorik oldugundan bagimli
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degiskenin olasilig1 hesaplanip logit doniisiim uygulanarak Cizelge 2’deki agirliklandirilmis veri setine
iliskin

1
fLR (g') - l+e (Bo+BiGistPoliote -+ Pulim) !

1=12,...,n (1)

LR modeli olusturulur. Esitlik (1) bir olasilik degeri olup esik degeri 0.5 alindiginda

. [1 f(£)=05
y‘_{o, f(£)<05 )

biciminde siniflandirilir. LR ile siniflandirma problemine iligkin optimizasyon modeli

max InL(B,.B,.-...5,)

BoBrve-s B €l
N 3
9(B)=cd || 20, t=12, c20 )
=1
bi¢iminde tanimlamr. Burada, g=[g8, A ... f,] model parametre vektoriidiir. (3) ifadesi ile

tamimli  esitsizlik kisith dogrusal olmayan optimizasyon probleminin ¢6ziimii Kuhn-Tucker
kosullarindan yararlanilarak yapilir. LR nin ayarlanabilir parametreleri, kisitlama yapilacak ydntemi
(Lasso (t = 1), Ridge (t = 2), None (C = 0)) belirleyen ceza degeri (penalty) ve kisitlama orani (¢)’dir
(Geron, 2017).

2.2. k-En yakin komsu algoritmasi

k-En Yakin Komsu (KNN) Algoritmasi, sinifi belli olan gézlemler ile yeni gelecek gozlem
arasindaki uzakliklar hesaplanarak yeni gézlemin siniflandirildigi bir makine 6grenmesi algoritmasidir.
Hesaplanan en kii¢iik uzakliga sahip Kk sayida gozlemin simiflari igerisinde ¢ogunluk olan simif, yeni
gozlem degerinin smifi olarak tahmin edilir (Sorhun, 2021). kNN algoritmasinda uzakliklarin
hesaplanmasinda Oklid uzaklik formiilii yaygin olarak kullamilir. Cizelge 2°de verilen agirliklandirilmig
veri setine iliskin gozlemler arasindaki uzaklik

m

fon (608 = D& ~¢i) 1 i=L20n, i @)

t=1
bi¢iminde yazilir. Burada, gbzlemler arasindaki en kiigiik uzakligin elde edilmesi amaglandigindan KNN
siiflandirma problemine iligkin optimizasyon modeli

min f,. (53.65) (5)
olarak tanimlanir. (5) ifadesinde verilen dogrusal olmayan optimizasyon problem ¢6ziimii i¢in tiireve
dayali optimizasyon yontemleri kullanilir (Ttrksen, 2023). KNN algoritmasi ile siniflandirmada k
ayarlanabilir parametresinin belirlenmesi énemlidir.

2.3. Destek vektor makineleri

Destek Vektor Makineleri (SVM) veriyi siniflamak i¢in uygun bir fonksiyonu kullanan makine
Ogrenmesi algoritmasidir. Y; e {-1,1} iki smifli bagimh degisken olmak tlizere {(Xi VY )} , etiketli bir

n
i=1

veri seti olsun. Y; =1 ve Y, =1 olarak etiketlenmis iki simf H hiperdiizlemi

H duzlemi: (8,&)+ B, =0 (6)
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ile ayrilir. H diizlemi optimal hiper diizlem olup H diizlemine kenar payi uzakliklari d olan H 1

diizlemi ve H, diizleminin denklemleri Esitlik (6) kullanilarak

H, duzlemi: (8,¢)+ 8, —d =0

H, duzlemi: (8, )+, +d =0 ()
bigiminde yazilir. Siniflandirma sirasinda, karsi sinifta miimkiin olan en az sayida farkli sinifa ait
g6zlemin bulunmasi ve H, diizlemi ile H, diizlemi iizerinde en az birer destek vektoriiniin yer almasi

beklenir. Gozlemler siiflandirilirken kenar payr uzunlugunun en biilyiik olmasi amaglanir (Metlek &
Kayaalp, 2020). SVM ile

1
tm=Lia
n;nrl B) 2<ﬁ B) @

9(B.5)=Y,((B.S)*+5)-120,i=12,..,n

olarak tanimlanan problemin optimizasyonu i¢in Kuhn-Tucker kosullarindan yararlanilir ve problem
¢oziiliir. Cizelge 2°de verilen agirliklandirilmis veri setine iliskin SVM ile yeni gelen gézlemler

fSVM (é’) :Sign(ﬂTé""ﬂo) C))
bi¢ciminde siiflandirilir. SVM, dogrusal ayirimin saglanamadigi ya da fazla sayida degisken bulundugu
durumlarda, ¢ekirdek fonksiyonlarini kullanir (Uguz, 2021). Cekirdek fonksiyonu olarak

2
K(%0%,)= (8, )=((x. %)) (10)
biciminde tanimli fonksiyon kullanilir. Yaygin olarak kullanilan g¢ekirdek fonksiyonlari dogrusal,

polinom, dairesel tabanli ve sigmoid fonksiyonlaridir. SVM i¢in ayarlanabilir parametreler, kisitlama
orani (C), ¢ekirdek fonksiyonlari ve € oranini diizenleyici deger olan gamma’dir.

2.4. Rasgele orman algoritmasi

Rasgele Orman (RF), birden c¢ok sayida karar agacinin birlesmesiyle olusan bir makine
Ogrenmesi algoritmasidir. RF, her agactan tahminleri toplayarak ¢cogunluk oylamasi ile tahmin eder.
Agac saymin artmastyla modelin performansi artar. RF tiim degiskenleri kullanmak yerine her bir
diigiimde Gini ya da Entropi indeksi kullanarak degisken se¢imi yapar. B olusturulan agac sayisi olmak

iizere b. agacin sinif tahmini éb(X) ‘dir, b=1,2, ..., B. Cizelge 2’de verilen agirliklandirilmis veri
setine iligkin RF modeli

CEF?F (&) = cogunluk oylamasz{éb (g’,)}f ,i=12,...,n (11)

biciminde yazilir. Hata oran1 minimum yapilarak aga¢ performansinin degerlendirilir (Arli ve ark.,
2022). Buna gore, RF ile siniflandirma problemine iliskin optimizasyon modeli

r?EiJn EOOB = %Z I (yi _ér\?F (4)) (12)

biciminde tanimli kisitsiz dogrusal olmayan optimizasyon problemi olarak tanimlanir ve ¢oziiliir. RF
icin ayarlanabilir parametreler; maksimum derinlik, maksimum degisken, minimum yaprak 6rnegi,
minimum orneklem, olusan agag sayisi (b) ve indeks hesaplama yontemi (Gini, Entropi)’dir.

Smiflandirma  algoritmalariyla  elde edilen modellerin  tahmin  performansinin
degerlendirilebilmesi amaciyla c¢esitli performans dlgiitleri hesaplanir. Her bir smiflandirma
algoritmasina ait model performansini iyilestiren ayarlanabilir parametre degerlerinin belirlenmesine
gecilir (Geron, 2021).
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Smiflandirma performans oOlgiitlerinin hesaplanabilmesi i¢in oncelikli olarak veri seti, %80’
egitim ve %20’si test veri setleri olmak tlizere ikiye ayrilir. Egitim veri seti kullanilarak siniflandirma
algoritmas1 egitilir ve model olusturulur. Elde edilen modelin performansini artirmak amacrtyla,
uygulanan yoénteme ait ayarlanabilir parametrelerin optimizasyonu gergeklestirilir. Ancak, modelin
egitilmis olmasi1 her zaman verinin tam olarak 6grenildigi anlamina gelmemekte, 6grenilen bilginin test
verisine genellenememesi durumu ortaya c¢ikabilmektedir. Bu durum, asir1 6grenme (overfitting)
problemi olarak tanimlanmaktadir. Bu tiir problemleri 6nlemek amaciyla modelin egitim verisine karsi
duyarlilig1 ¢capraz dogrulama yontemiyle saglanir. Capraz dogrulamada, veri seti esit k sayida alt gruba
(katlara) ayrilir. Her seferinde bu gruplardan biri dogrulama, kalanlar ise egitim amaciyla kullanilir. Bu
islem her grup icin tekrarlanir ve her seferinde dogrulama hatasi hesaplanir. Tiim dogrulama hatalarinin
ortalamasi alinarak k-kat ¢apraz dogrulama sonucu elde edilir. Modelin bagarimini artirmak igin her
algoritmaya ait farkli ayarlanabilir parametrelerle ¢esitli model denemeleri yapilir. Bu denemeler 1zgara
arama yontemiyle sistemli bir sekilde gergeklestirilir ve en iyi sonucu veren parametre kombinasyonu
secilir. Modelin genel performansi, daha 6nce hi¢ kullanilmamis olan test veri setiyle degerlendirilir.
Performans o6lgiitlerinin hesaplanmasinda Cizelge 3’te verilen karigiklik matrisi kullanilir.

Cizelge 3. ikili siniflandirma icin karigiklik matrisi

Tahmin: Pozitif Tahmin: Negatif
Gergek: Pozitif Dogru Pozitif (DP) Yanlis Negatif (YN)
Gercek Negatif Yanlis Pozitif (YP) Dogru Negatif (DN)

Cizelge 3’te verilen karigiklik matrisi kullanilarak Dogruluk, Duyarlilik, Kesinlik, F1-Skor ve
AUC olgiitii hesaplanir. Bu matris, modelin tahmin ettigi siniflarla gergek smiflar arasindaki iliskiyi,
DP, YP, DN ve YN olmak {izere dort kategoriye ayrilan gozlem sayilariyla ifade eder. Karisiklik
matrisinde, her sinifa ait gézlem sayilariin birbirine yakin olmasi, veri setinin dengeli bir dagilima
sahip oldugunu gosterir. Dogruluk, dogru olarak siniflandirilmis 6rneklerin toplam 6rnek sayisina orani
olarak

Dogruluk = bP+ DN (13)
DP+DN +YP+YN
bi¢ciminde tanimlanir. Bu 6l¢iit, dengeli dagilmayan veri setlerinde yeterli bir performans dl¢iitii degildir
(Hossin & Sulaiman, 2015). Duyarlilik, dogru olarak siiflandirilmis pozitif 6rnek sayisinin gergekteki

pozitif 6rnek sayisina orani olup

Duyarlilik = _bP (14)
DP+YN

bi¢cimindedir. Kesinlik, pozitif olarak tahmin edilen degerlerin ne oranda dogru olarak tahmin edildigini
belirtir ve

Kesinlik =— 2" (15)
DP+YP

hesaplanir. Fi-Skor, kesinlik ve duyarlilik 6l¢iitiiniin harmonik ortalamasi alinarak

(Duyarlilik)(Kesinlik)

F -Skor =2
(Duyarlilik) + (Kesinlik)

(16)

bigiminde hesaplanir. Ikili siniflandirma problemlerinde ve dengeli dagilima sahip olmayan veri
setlerinin degerlendirilmesinde dogruluktan daha iyi bir performans gostermektedir (Joshi, 2002; Uguz,
2021). AUC olgiitii ise, ROC egrisinin altinda kalan alan toplami ifade eden bir performans 6l¢iitiidiir
(Kumar ve ark., 2020).
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3. Cok Kriterli Karar Verme Yontemleri

CKKYV yontemleri, veriye dayali ojektif karar vermeyi saglayan yontemlerdir. Agirliklandirma
ve siralama bagliklarinda degerlendirilebilir.

3.1. Agirhklandirma

Farkli onem derecesine ve agirliga sahip degiskenlerin oldugu bir veri setindeki onem
agirliklarinin belirlenmesinde CKKV ydntemlerinden yararlanilir. Agirliklandirmada kullanilan bu
yontemler 6znel ya da nesnel olabilir. Oznel agirliklandirmada AHP, nesnel agirliklandirmada Entropi
ve CRITIC yontemleri kullanilabilir.

3.1.1. AHP yontemi

AHP (Analytic Hierarchy Process) yontemi, sozel ifadeleri sayisal degerler ile ifade ederek
karsilastirma yapan CKKV yontemlerinden biridir. AHP de, Saaty (1977) tarafindan 6nerilmis olan
karsilastirma oOlgegi ile 6znel degerlendirmeler, matematiksel olarak ifade edilir. AHP uygulama
adimlar asagidaki gibidir.

Admm1: Cizelge 1°de verilen m sayida degisken, Saaty (1977) tarafindan 6nerilen kargilagtirma 6lgegi
kullanilarak birbirlerine gore dnem degerlerine gore A karsilastirma matrisi

1 a, - 4,
A-la], oV LT
1/a1m 1/a2m 1

bi¢iminde olusturulur. Burada, g; I. degiskenin J. degiskene gore 6nem degerini, ]/ g; J. degiskenin

(17

I. degiskene gore onem degerini belirtir.

Adim2: A matrisi

a,
a=—2i=12,....m

(18)

bigiminde normallestirilir.
Adim3: Normallestirilmis karsilastirma matrisinin satir ortalamalar1 . degiskene gore onem agirlig
olup
13 .
w,==>a, i=12..m (19)
m=
dir.
3.1.2. Entropi yontemi

Entropi yontemi, degisken agirliklarinin nesnel olarak belirlenmesinde kullanilan bir CKKV
yontemidir (Shannon, 1948). Entropi yontemi uygulama adimlari asagida verilmistir.

Adiml1: n gozlemli bir veri setinde m sayida bagimsiz degiskenden olusan bir X veri matrisi nxm
boyutlu
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Xp X o Xy
g Xy 0 X
X=[%] = S (20)
an Xn2 Xnm
olarak olusturulur.
Adim?2; Karar matrisi
* X| -
X = ——,i=12,...,n 21
2% @)
j=1

bi¢iminde normallestirilir. Normallestirilmis karar matrisi N = [X:; ]nxm olusturulur.

Adum3: Her bir degisken igin Entropi degeri

L&y
>xn(x) j=12,...m (22)

E =~
b In(n) s

olarak hesaplanir.

Adum4: Her bir degisken i¢in belirsizlik degeri

djzl—Ej, j=12,....m (23)
biciminde hesaplanir.
Adim5: Degisken agirliklar
d, .
W, =—-—, ]=12,...,m 24
Zdj ( )
j=1

bi¢iminde belirlenir.
3.1.3. CRITIC yontemi

CRITIC yontemi, Diakoulaki ve ark. (1995) tarafindan gelistirilen nesnel agirliklandirmada
kullanilan CKKV ydntemlerinden biridir.

Adum1: X karar matrisi Esitlik (20)’deki gibi tanimlanir.

Adim2: Karar matrisi

T :
X_‘: 4 : |:1,2,.-.,n| :1121'~'1m
" maksx; . %)

bi¢iminde normallestirilerek normallestirilmis karar matrisi N = [X; ]nxm olusturulur.

J- ve t. degiskenler arasindaki korelasyon

Adim3: s; J. degiskenin standart sapmasi ve Fie s

katsayist, sirasiyla
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ve

rjt: n- - ’ j,t=l,2,...,m (26)
Jz«;; CXPS-X )
i=1 i=1

esitlikleri ile hesaplanir.

Adum4: Her bir degiskene 6zgii bilgi miktar

C,=s;> (-1, j=12,...,m (27)
t=1
olarak hesaplanir.
Adim5: Degisken agirliklart
w,=——, j=12,...m
ZC_ (28)
=

bi¢giminde belirlenir.
3.1.4. IDOCRIW yontemi

IDOCRIW (Integrated Determination of Objective CRIteria Weights) yontemi (Zavadskas &
Podvezko, 2016), Entropi ve CILOS yontemlerinin giiglii yonlerini birlestiren nesnel bir agirliklandirma
yaklagimidir. Farkli CKKV yontemleri ile hesaplanan degiskenlerin 6nem agirliklariin belirlenmesi
amaciyla uygulanir.

AdimI: X karar matrisi Esitlik (20)’deki gibi tanimlanir.

Adim?2: Karar matrisi

* Xij .
X:: :m—’ |:1,2,...,n

y ZX-- (29)
ij

j=1

normallestirilerek normallestirilmis karar matrisi N = [X; ]nxm olusturulur.

Adum3: Entropi agirliklart Esitlikler (22-24) kullanilarak hesaplanir.

Adim4: Maliyet 6zelligine sahip kriterler fayda 6zelligine sahip kriterlere doniistiiriiliir. Fayda 6zelligi
tagiyan kriterlerde bu doniisiim yapilmadigindan normallestirilmis karar matrisinde her bir stitunun en

biiyiik degeri belirlenir. Elde edilen A; = [aij ] matrisinde kosegen elemanlart a olarak tanimlanir.
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Adim5: Goreceli etki kaybi
pij =11 (30)
hesaplanir.

Adimé6: P matrisinin siitunlari toplanarak S; hesaplanir. f; =—S; ve f; = p, olmak iizere F agirlik

sistemi matrisi hesaplanir.

Adim7: CILOS agirliklart hesaplanir. Denklem

3 2
R, =03 " =1 (31)
j=
coziilerek w'® CILOS agirliklari elde edilir.

ij

Adim8: Nihai IDOCRIW agirliklar elde edilir.

ww?
j Zmlw.w(.z) (32)
<

Hem bilgi teorisine hem etkilesim analizine dayali nesnel agirliklar elde edilir.
3.2.Siralama

Makine Ogrenmesi siniflandirma algoritmalarinin performans Olgiitlerine gore degerlendirilmesi
amaciyla CKKV yontemleri kullanilir. Siniflandirma performans sonuglari, bir karar matrisi
cergevesinde ele almmarak, CKKV yontemleri aracilifiyla karar siireci daha sistematik bir yapiya
doniistirtlir. D karar matrisi

dll dlZ dlm
O=[d ], = . 7 (33)
dnl dnz dnm

tanimlanir. D karar matrisi her bir CKKV yontemi igin Cizelge 4’teki uygun formiil kullanilarak

Vip Vi ot Vg,
Vor Vy oot Vo

v :[Vij :|n><m = : .. : (34)
an Vn2 o Vnm

normalize edilir (VVafaei, 2022).
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Cizelge 4. Normalize yaklagimlarina iliskin formiiller

Yaklasimlar Amaci Formiiller
d, d,
Toplam Fayda Vi == -
Ay | /294
k=1 k=1
d;
V.. =
Oran Fayda i = hax d,

_ dij - minj (dij)
max; (d; ) —min; (d;)

Min max Fayda Vij

CKKYV yoéntemlerine iliskin uygulama adimlar1 Cizelge 5’te verilmistir (Hwang & Yoon, 1981,
Zavadskas & Kaklauskas,1996; Ghorabaee ve ark., 2015; Ghorabaee ve ark., 2016; Pamugar & Cirovié,
2015; Ozcalict, 2017; Kabak & Cinar, 2020; Xie & Zhang 2023). Cizelge 5’te, Adim1’de yer alan D
matrisi Esitlik (33)’te ve Adim2’de yer alan V matrisi Esitlik (34)’te tanimlandig1 gibi hesaplanir.

Cizelge 5. CKKV Yontemleri ile alternatiflerin siralama adimlar ( i,k =12,...,n, j=12,...m)

Yontem Adm1l Adim?2 Adim 3 Adim 4 Adim 5

m

:| Si+ = Z(Vij 'Vj+)2

j=1

[ m 'ST 4SS
Si- = Z(Vij 'V})Z
j=1

v E, (V"'V})z

D j n
=[v, _ H,=>h

T,:Z:;v”-vj‘ z k

hy = (E,~E)+1(E,~E)x(T,-T,)

TOPSIS
O
<
S
Il
1
<
’I_‘_I
-

1l

CODAS
<
Il
<
|§_|

oo, _ X0 %) .
D \ i Vi e AS - NSP + NSN,
w NSP = SR i _#
Yy ' max(SR)

ij
NSN, =1-—Ni__
max; (SN;)

NDA,

EDAS

NDA, =

Q= [qij]nxm :y -G

Vip=9 V=9, o Vi =0y
Va=0 V=0, - V=0,

n Q=
DV g =)™
! 1:1[ ! V=9 Vo= 92 0 Von =0y Si

Gz[gl g, ... gm] Gy G - O
_ OGu G = G

Il
,[_\.ﬂg

Il
N

MABAC

_qnl Qo O
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4. UYGULAMA

Bu calismada, Ar-Ge tesviklerinden yararlanmak amaciyla Ar-Ge ve Tasarim merkezi belgesine
sahip firmalarin faaliyetlerinin devam ettirilmesi ya da iptal edilmesi (belge iptali) durumlarina gore
smiflandirma ¢alismasi yapilmasi istenmistir. Veri seti, 2008-2021 yillar1 arasinda faaliyeti devam eden

Ar-Ge ve Tasarim Merkezleri’ni kapsamaktadir.

Veri On Isleme

Calisma kapsaminda, bilgi kaybinin istenmemesi nedeniyle verinin tamami degerlendirilmis
olup ilgilenilen veri setine, oncelikli olarak veri 6n isleme uygulanmistir. Benzer bilgiyi iceren
degiskenler birlestirilerek daha anlamli hale getirilmis, degisken secimi ve boyut indirgeme yapilmistir.
Calismada yapilan analizler i¢in Python 3.11.3. PyDecision kiitiiphanesi kullanilmustir. ilgilenilen veri
setine yonelik, bagimli ve bagimsiz degiskenler belirlenerek, degiskenlerin aldig1 degerlere iliskin
kategorileri Sekil 1°de detayl bicimde belirtilmistir (Ulu Metin, 2024).

Firmalarin Faaliyet
Durumunu Etkileyen
Degiskenler

Bagimh Kategorik

Degisken

Bagimsiz Nicel
Degigkenler

Bagimsiz Nitel
Degiskenler

¥ : Faaliyet Durumu
Devam (1), iptal (0)

X, : Toplam Aragtirmaci-Tasarnimei Sayisi
X, : Toplam Tamamlanan Proje Sayisi
X5 : Toplam Devam Eden Proje Sayisi

X, : Patent Basvuru Sayisi
Xs : Patent Tescil Sayisi

X; : Merkezdeki Doktora Mezunu
Personelin Orani

X; : Merkezdeki Y.Lisans Mezunu
Personelin Orani

Sekil 1. Firmalarin faaliyet durumunu etkileyen degiskenler.

Xz : Kobi
Xy : Yabanc Ortaklik

Xip: Ar-Ge ya da
Tasarim Merkezi

Xy : Sehir
X1a 1 Sektor

Sekil 1°de, veri seti yedi nicel, bes nitel degisken ve bir kategorik bagimli degisken, olmak {izere
toplam on iki (12) bagimsiz degiskenden olugsmaktadir. Veri setinde, veri temizligi sonrasi 2334 merkez

verisi kullanilmustir.

Betimsel Istatistikler ve Veri Gorsellestirme

Degiskenlere ait betimsel istatistikler ve ilgili veri gorselleri, veri seti hakkinda genel bilgi sahibi
olabilmek amaciyla verilmistir.

Sekil 2. Y bagimli degiskenine ait daire grafigi.

Faaliyeti Devam Edenler

78.3%

21.7%

Faaliyeti iptal Edilenler
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Sekil 2’de, Ar-Ge ve Tasarim merkezlerinin yaklagik %78.3’{ faaliyette olup %21.7’sinin ise
faaliyetleri devam etmemektedir.

(a) (b) (c)
Yabanci Ortakhk Var

12.5% Tasanm Merkezi

.".
(/
\ |
\ Kobi Degil \
\ 87.5% 74.3%
~ 4 _ Ar-Ge Merkezi
e~ o g
- “~" Yabanci Ortaklik Yok _—

Sekil 3. (a) Xg, (b) X, ve (c) X,,bagimsiz degiskenlerine ait daire grafigi.

Sekil 3 ve Sekil 4’te veri setindeki nitel degiskenlere ait grafikler gosterilmistir. Sekil 3(a)’da,
Ar-Ge ve Tasarim merkezlerinin yaklasik %59’u biiyiik 6l¢ekli isletme sinifinda yer alirken %41°1
Kobi’dir. Sekil 3(b)’de Ar-Ge ve Tasarim merkezlerinin yaklagik %87’sinin yabanci ortaklig
bulunmazken %12’sinin yabanci ortakligi bulunmaktadir. Sekil 3(c)’de ise firmalarin yaklasik %74’
Ar-Ge merkezi iken %26’s1 Tasarim merkezidir.

(a)

%8.65

%12

%40.83

Sekil 4. (a) X,; ve (b) X,, bagimsiz degiskenlerine gore yiizdelik degerler.

Sekil 4(a)’da, Ar-Ge veya Tasarim merkezlerinin %40.83’ii Istanbul’da, %11.81°i Ankara’da,
%8.26’s1 Kocaeli’nde bulunmaktadir. Sekil 4(b)’de, Ar-Ge ve Tasarim merkezlerinin %12’si makine
imalati, %8.65’1 yazilim, %7.84’(i ise otomotiv yan sanayi ve %5.23’i mihendislik-mimarlik
sektoriinde faaliyet gosterdigi goriilmektedir.

Cizelge 6. Betimsel istatistikler (Nicel degiskenler)

X, X, X, X, X, X, X,
n 2334 2334 2334 2334 2334 2334 2334
min 1 0 0 0 0 0 0
Q 11 5 4 0 0 0 0.030
Q, 15 12 6 0 0 0 0.080
Q, 24 26 11 2 1 0 0.140
max 2710 1056 485 2127 693 0.43 0.710

890



YYU FBED 30(3): 878-896
Ulu Metin ve Tiirksen / Ar-Ge Tegviklerine Yonelik Smiflandirma Problemleri i¢in Cok Kriterli Karar Verme Yontemleriyle Uzlasik Karar Verme Nasil Saglanir?

Cizelge 6’da Ar-Ge ya da Tasarim merkezi olan firmalarin yarisinda 15°ten fazla
Aragtirmaci/Tasarimct personelin bulundugu ve bu sayimin en fazla 2710 oldugu, toplam tamamlanan
ve toplam devam eden proje sayist sifir olan firmalarin faaliyette olmadigi bu nedenle sayilarinin sifir
olarak goriildiigii, en fazla 2127 patent bagvurusu yapildigi, en fazla 693 patente tescil alindigi, en fazla
doktoral1 oraninin % 43, en fazla yiiksek lisansli oraninin % 71 oldugu goriilmektedir (Ulu Metin &
Tiirksen, 2023).

Cok Kriterli Karar Verme ile Agirliklandirma

Ar-Ge ve Tasarim Merkezleri Dairesi’nde calisan uzmanlarin goriislerini dikkate almak
amaciyla nitel ve nicel degiskenleri degerlendirebilen 6znel agirliklandirma yonteminden AHP yontemi
secilmistir. AHP yonteminde her bir degiskenin birbirine gére dogrudan 6neminin belirlenebilmesi
amaciyla Ar-Ge ve Tasarim Merkezleri Dairesi’nde ¢alisan ve en az 5 yil Ar-Ge projelerini
degerlendirme deneyimine sahip 15 kisi (Bilgisayar Miihendisi, Endiistri Miihendisi, Makine
Miihendisi, Tekstil Miihendisi, Istatistik, Kamu Y&netimi ve Iktisat boliimii lisans mezunlar1) olmak
iizere farkli disiplinlerden secilmistir. Uzmanlarin goriigii alinarak karsilastirma matrisi olusturulmus
olup AHP ile degisken agirliklar1 Esitlik (19) kullanilarak belirlenmistir.

Cizelge 7. AHP ile belirlenen degisken agirliklari

Degiskenler w
X, 0.131

0.102
0.102
0.080
0.121
0.183
0.118
0.037
0.024
0.018
0.040
0.039

Nicel
(6] N w N

[=2]

Nitel
£ 5 © &

><><><><><\‘><><><><><><

-
N

AHP ile belirlenen degisken agirliklar1 Cizelge 7°de verilmistir. Buna gore, merkezlerin
faaliyetini etkileyen baslica degiskenlerin X (Merkezdeki Doktora Mezunu Personelin Orani) ve X,
(Aragtirmaci/Tasarimc1 Sayisi)’dir. Merkeze ait Sektor, Sehir, Kobi, Ar-Ge/Tasarim Merkezi ve
Yabanci Ortaklik bilgilerinin Ar-Ge ve Tasarim merkezlerinin faaliyet durumunu etkilemede en az
oneme sahip oldugu goriilmektedir. AHP ile belirlenen nitel degisken agirliklarinin diisiik olmasi
sebebiyle nicel degiskenleri kullananarak nesnel agirlik belirleyen CKKV yontemlerinden Entropi ve
CRITIC yontemleri secilmistir. Esitlik (24) ve Esitlik (28) ile degisken agirliklar1 hesaplanmustir.
Hesaplanan nesnel degisken agirliklar Cizelge 8’de verilmistir.
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Cizelge 8. Entropi ve CRITIC yontemleri ile belirlenen degisken agirliklari

Degiskenler Entropi CRITIC
X, 0.084 0.360
X, 0.076 0.197
X, 0.044 0.064
X, 0.285 0.269
Xe 0.280 0.107
Xs 0.186 0.0001
X 0.042 0.0004

7

Makine Ogrenmesi Siniflandirma Algoritmalar:

LR, KNN, SVM ve RF makine 6grenmesi siniflandirma algoritmalart agirliklandirilmis veri
setine uygulanmigtir. Smiflandirma algoritmalarinin performansinin Slgiilebilmesi amaciyla oncelikle
veri setinin %80’ egitim seti, %20’si test seti olmak tlizere ayrilmistir. Siniflandirma algoritmalarinin
performansit 5-kat ¢apraz dogrulama kullanilarak test edilmis, optimal parametreler 1zgara arama
yontemi ile elde edilmistir.

Cizelge 9. Izgara arama ile belirlenen algoritma ayarlanabilir parametreleri

Smmiflandirma Algoritmalar: Ayarlanabilir Parametreleri
LR Penalty = None, ¢ = 1e-06
kNN Neighbors (k) = 5, Metric = Euclidean
SVM Kernel = Rbf, Gamma = 10, ¢ = 100
Min Samples Leaf =5, Min Samples Split = 3, Criterion = Gini
RF n Estimator = 350, Bootstrap = True, Max Depth = 5, Max
Features = 3,

Her bir yontem i¢in kullanilan ayarlanabilir parametreler Cizelge 9°da verilmistir. AHP, Entropi
ve CRITIC yontemleri ile agirliklandirilmig veri setine LR, KNN, SVM ve RF makine 6grenmesi
simiflandirma algoritmalarinin uygulanmasiyla elde edilen yontemlere iliskin performans degerleri
Cizelge 10’da verilmistir.

Cizelge 10. Agirliklandirilmus veri setine iligskin performans degerleri (AHP, Entropi ve CRITIC)

Yontemler Dogruluk  Kesinlik Duyarhhk F1-Skor AUC
AHP_LR 0.8522 0.8906 0.9226 0.9063 0.9077
AHP_KNN 0.8308 0.8713 0.9171 0.8936 0.8540
AHP_SVM 0.8522 0.9013 0.9088 0.9050 0.8936
AHP_RF 0.8650 0.8986 0.9309 0.9145 0.9140
Entropi _LR 0.8543 0.8909 0.9254 0.9078 0.9083
Entropi _kNN 0.8458 0.9073 0.8922 0.8997 0.8711
Entropi _SVM 0.8608 0.9002 0.9226 0.9113 0.9101
Entropi _RF 0.8650 0.8986 0.9309 0.9145 0.9140
CRITIC_LR 0.8458 0.8918 0.9116 0.9016 0.9056
CRITIC_kNN 0.8286 0.8790 0.9033 0.8910 0.8849
CRITIC_SVM 0.8586 0.9088 0.9088 0.9088 0.8987
CRITIC_RF 0.8650 0.8986 0.9309 0.9145 0.9140
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AHP, Entropi ve CRITIC agirliklar ile hesaplanan siniflandirma performans 6l¢iitlerinin 6nem
agirliklari hesaplanmak istenmistir. Buna gore, satirda smiflandirma yontemleri (AHP_LR,
AHP_KNN,...,CRITIC RF), siitunda performans degerleri (Dogruluk, Kesinlik, Duyarlilik, F1-Skor ve
AUC) olmak iizere (12x5) boyutlu analiz sonuglar1 bir karar matrisi olarak ele alinarak IDOCRIW ile

performans Olgiitlerinin agirliklar: elde edilmistir. Performans dlgiitlerinin esit onem agirliklarina sahip
oldugu Sekil 5’te goriilmektedir.

- ol
- Kesinfik
— Duyanibk
-FI'SW
-

100

80

60

20

e

Sekil 5. IDOCRIW performans o6l¢iit agirliklari.
Cok Kriterli Karar Verme ile Siralama

Performans degerleri bakimindan smiflandirma algoritmalarina karar verilmesi bir CKKV
problemi oldugundan, objektif karar verebilmek i¢in performans degerleri bir karar matrisi olarak ele
almip performans degerleri maksimum (fayda) olacak bi¢imde TOPSIS, EDAS, MABAC ve CODAS
yontemleri Cizelge 5’te verilen adimlar uygulanarak elde edilmistir. CKKV skorlar1 Cizelge 11°de
verilmistir.

Cizelge 11. CKKYV skorlari

Yontemler TOPSIS EDAS MABAC CODAS
AHP_LR 0.684 0.622 0.078 0.014
AHP_KNN 0.252 0.000 -0.458 -0.107
AHP_SVM 0.619 0.496 0.005 -0.015
AHP_RF 0.887 1.000 0.324 0.060
Entropi_LR 0.721 0.686 0.120 0.021
Entropi_kNN 0.441 0.300 -0.204 -0.054
Entropi SVM 0.838 0.838 0.227 0.039
Entropi_RF 0.887 1.000 0.324 0.060
CRITIC_LR 0.561 0.475 -0.055 -0.008
CRITIC_kNN 0.254 0.099 -0420 -0.084
CRITIC_SVM 0.714 0.682 0.130 0.014
CRITIC_RF 0.887 1.000 0.324 0.060

Cizelge 11°de verilen CKKYV skorlarina gore olusturulan CKKYV siralamalar Cizelge 12°de
verilmistir.
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Cizelge 12. CKKYV siralamalari

Yontemler TOPSIS EDAS MABAC CODAS
AHP_RF 2 2 2 2
Entropi_RF 2 2 2 2
CRITIC_RF 2 2 2 2
Entropi_SVM 4 4 4 4
Entropi_LR 5 5 6 5
CRITIC_SVM 6 6 5 6
AHP_LR 7 7 7 7
AHP_SVM 8 8 8 9
CRITIC_LR 9 9 9 8
Entropi_kNN 10 10 10 10
CRITIC_KNN 11 11 11 11
AHP_KNN 12 12 12 12

Cizelge 12°de smiflandirma algoritmalarinin CKKV yontemlerine gore tercih siralamalari
verilmistir. Buna gore, AHP, Entropi ve CRITIC agirliklandirma yontemlerinin her biri kullanilarak
yapilan siniflandirmada RF algoritmasinin oncelikli olarak tercih edildigi agik¢a goriilmektedir. KNN
algoritmasinin ise son sirada tercih edilebilir oldugu sonucuna ulasilmistir.

5. SONUC

Calismada Ar-Ge tesvikleri alanindaki bir siniflandirma problemi ele alinmistir. Bu amagla, Ar-
Ge ve Tasarim merkezlerine ait gercek bir veri seti uygulama amaciyla kullanilmistir. Farkli 6nem
derecelerine sahip oldugu diisiiniilen veri setindeki degiskenler hem 6znel (AHP) hem de nesnel
yaklagim (Entropi ve CRITIC) kullanilarak agirliklandirmistir. Gergek veri setinin amacina uygun bir
bi¢imde uygulanan makine 6grenmesi siniflandirma algoritmalarimin (LR, kNN, SVM ve RF)
performans degerleri (Dogruluk, Duyarlilik, Kesinlik, Fi-Skor ve AUC) 5-kat ¢apraz dogrulama ile
hesaplanmistir. Smiflandirma performans 6lgiitlerinin kriter agirliklarinin hesaplanmasinda IDOCRIW
yontemi kullanilmistir. Farkli CKKV yontemleri ile agirliklandirilmis siniflandirma algoritmalarinin
(AHP_LR, AHP_KNN,,CRITIC_RF, vb.) tercih siralamasi, CKKV yontemleri (TOPSIS, EDAS,
MABAC ve CODAYS) ile belirlenmistir. Elde edilen sonuglara gore farkli agirliklandirma yontemleri ile
uygulanan siralama yontemlerinin siniflandirma performans degerleri bakimindan RF algoritmasinin
(AHP_RF, Entropi_RF ve CRITIC_RF) oncelikli olarak tercih edilebilecegini agikga gostermektedir.
Bu yoniiyle ¢alisma, Ar-Ge tesviklerinin degerlendirilmesinde RF siniflandirma algoritmasinin karar
vericiler i¢in tercih edilebilir oldugunu vurgulamaktadir. Boylelikle bu yaklagim, Ar-Ge tesvik
politikalarinin seffafligini, esnekligini ve veriye dayali yapisini gii¢lendirerek Ar-Ge ekosistemine
onemli bir katki saglamaktadir.

Tesekkiir / Destekleyen Kurulus

Calismanin uygulama kisminda kullanilan veri setinin temin edilmesindeki katkilarindan dolay1 Sanayi
ve Teknoloji Bakanligi Ar-Ge Tesvikleri Genel Miidiirliigii Ar-Ge ve Tasarim Dairesi Bagkanligi’na
tesekkiir ederiz.

Kongre ve/veya Tez Beyam

Makalede yer verilen uygulamalarin bir kismi 14-16 Mayis 2025 tarihlerinde Ankara’da diizenlenen V1.
Uluslararas1 Uygulamali Istatistik Kongresi (UY1K2025)’te sézlii olarak sunulmustur.

Bu caligma, birinci yazarin ikinci yazari danismanlhiginda hazirlayarak yayimladigi Doktora tezinden
uretilmistir.
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Katki Orani Beyani

Gozde Ulu Metin: Arastirma, Metodoloji, Veri Analizi, Yazilim, Gorsellestirme, Gézden Gegirme ve
Diizenleme. Ozlem Tiirksen: Metodoloji, Taslak Yazimi, G6zden Gegirme ve Diizenleme, Bi¢imsel
Analiz, Danismanlik.

Cikar Catismasi Beyam

Yazarlar, herhangi bir ¢ikar ¢atigsmasi olmadigini beyan ederler.

Arastirma ve Yayin Etigi Beyam

Bu makalenin yazarlar ¢alismalarinda arastirma ve yayin etigine uyduklarini beyan ederler:
Etik Kurul Beyam

Bu makalenin yazarlar ¢caligmada kullanilan materyal ve yontemlerin etik kurul izni ve/veya yasal-6zel
bir izin gerektirmedigini beyan ederler.

Yapay Zeka Kullanim

Yazarlar, bu makalenin yaziminda, gorsellerin, grafiklerin, tablolarin ya da bunlara karsilik gelen
basliklarin olusturulmasinda herhangi bir tiir iiretken yapay zeka kullanmadiklarini beyan ederler.
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