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0z

Bu calisma, miisteri geri bildirimlerinin yapay zeka tabanli duygu analizini, geleneksel olumlu/olumsuz
siniflandirmanin Gtesine tasiyarak 1'den 5'e kadar yildiz puanlarina gére cok smifli bir yapida ele
almaktadir. Bu amagla, Tiirk¢e miisteri yorumlarindan olusan yaklasik 900.000 verilik kapsamli bir veri
seti iizerinde, "YildizSezar" adi verilen bir dizi siniflandirma modelleri gelistirilmis ve optimize
edilmistir. Caligmada, geleneksel makine Ogrenmesi yontemlerinin karmagsik dil yapilar1 ve ara
smiflarda (2, 3, 4 yildiz) yetersiz kaldigir goriilmiis, bu nedenle Transformer tabanli modellere
odaklanilmistir. Veri kalitesini artirmak i¢in kapsamli temizleme protokolleri uygulanmis ve simif
dengesizligi sorununu gidermek amaciyla veri seti, LLaMA tabanli bir model aracilifiyla iiretilen
sentetik verilerle zenginlestirilmistir. ConvBERT mimarisi ve optimize edilmis egitim stratejileri
kullanilarak gelistirilen nihai model YildizSezar, test seti tizerinde 0,8996 dogruluk ve 0,7990 makro
F1-skoru elde ederek, 6zellikle ara siniflarda yiiksek basarim gdstermistir. Bu sonuglar, BERT tabanl
yapay zeka modellerinin, dogru veri hazirlama ve egitim stratejileriyle, Tiirk¢e gibi morfolojik olarak
zengin dillerde dahi karmagik duygu analizi gorevlerini basariyla yerine getirebilecegini
kanitlamaktadir.

Anahtar Kelimeler: Duygu Analizi, Biiyiik Dil Modelleri, Cok Sinifl1 Siniflandirma, Dogal Dil Isleme,
Miisteri Geri Bildirimleri.

A STAR RATING-BASED APPROACH IN BERT-BASED SENTIMENT
ANALYSIS OF CUSTOMER FEEDBACK

ABSTRACT

This study addresses the sentiment analysis of customer feedback using an Al-based approach, moving
beyond traditional positive/negative classification to a multi-class structure based on star ratings from 1
to 5. For this purpose, a series of classification models named "YildizSezar" were developed and
optimized on a comprehensive dataset of approximately 900.000 Turkish customer reviews. The study
demonstrates that traditional machine learning methods fall short in handling complex language
structures and intermediate classes (2, 3, and 4 stars), thus shifting the focus to Transformer-based
models. Extensive cleaning protocols were applied to enhance data quality, and the class imbalance
problem was addressed by enriching the dataset with synthetic data generated via a LLaMA-based
model. The final model, YildizSezar, developed using the ConvBERT architecture and optimized
training strategies, achieved 0,8996 accuracy and a macro F1-score of 0,7990 on the test set, showing
high performance, especially in intermediate classes. These results prove that BERT based Atrtificial
Intelligence models, combined with proper data preparation and training strategies, can successfully
perform complex sentiment analysis tasks even for morphologically rich languages like Turkish.

Keywords: Sentiment Analysis, Large Language Models, Multi-Class Classification, Natural Language
Processing, Customer Feedback.
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1. GIRIS

Dijital ¢cagin getirdigi en biiylik doniistimlerden
biri, isletmeler ve miisteriler arasindaki
etkilesimin boyut ve bi¢cim degistirmesidir. E-
ticaret siteleri, sosyal medya platformlar1 ve
forumlar, miisterilerin {irlin ve hizmetler
hakkindaki deneyimlerini paylastig1 devasa bir
geri bildirim havuzu olusturmustur. Bu geri
bildirimler, isletmelerin stratejik  kararlar
almasi, hizmet kalitesini artirmasi ve rekabet
avantaji saglamasi i¢in paha bigilmez bir veri
kaynagidir [1]. Ancak, her gin fretilen
milyonlarca yorumun manuel olarak analiz
edilmesi, hem zaman ve maliyet agisindan
verimsiz hem de insan hatasina agik bir siirectir.
Bu durum, bu yapilandirilmamis veriyi anlaml
iggoriilere dontstiirebilecek otomatik
sistemlere olan ihtiyaci dogurmustur.

Bu ihtiyaca yanit olarak gelistirilen duygu
analizi (sentiment analysis), metinlerde ifade
edilen duygusal tonu (olumlu, olumsuz, notr)
otomatik  olarak  belirlemeyi  amaglar.
Geleneksel duygu analizi ¢aligmalari genellikle
ikili siniflandirmaya odaklanirken, miisteri
memnuniyetinin gergek karmasikligi genellikle
1'den 5'e kadar olan yildiz puanlamasi gibi daha
graniiler bir olcekte yatmaktadir. Ozellikle
Tirkge gibi sondan eklemeli, zengin
morfolojiye sahip ve baglamsal inceliklerin
(ironi, kinaye, zitlik belirten baglaglar) yogun
oldugu dillerde, ¢ok simifli duygu analizi
yapmak 6nemli bir zorluk teskil etmektedir [2].
"Uriin kaliteli ama kargo ¢ok geg geldi" gibi bir
yorumu sadece olumlu veya olumsuz olarak
etiketlemek, igerdigi degerli bilgiyi goz ardi
etmek anlamina gelir. Bu tiir yorumlarin 2 veya
3 yildiz gibi ara smiflara dogru bir sekilde
atanmast, isletmeler icin kritik 6neme sahiptir.

Yapilan c¢alisma, bu zorluklarin stesinden
gelmek igin, veri zenginlestirme ve derin
o0grenme adimlarimi birlestiren bir yaklasim
sunmaktadir. Ik olarak, smif dengesizligi
sorununa yonelik olarak LLaMA tabanli bir
model ile sentetik veri tretilerek veri seti
giiclendirilmistir. Ardindan bu zenginlestirilmis
veri seti lizerinde, BERT tabanli bir mimari
kullanilarak "YildizSezar" adin1 verdigimiz
nihai siniflandirma modeli gelistirilmistir. Bu
sistem, Tiirk¢e miisteri yorumlarinin dogrudan
1-5 arasl yildiz puanlarina gore
siniflandirilmasini hedeflemektedir. Gelistirilen
model, isletmelerin miigteri memnuniyetini
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daha derinlemesine anlamalarina ve veriye
dayal1 kararlar almalarina olanak taniyacaktir.

Calisma konusu hakkinda gilincel zamanda
yapilan literatiir caligmalar1 gbzden
gecirildiginde, duygu analizi iizerine ¢ok sayida
arastirma yapildig1 goriilmektedir. Aslan [3], e-
ticaret incelemelerinde oOzellik tabanli duygu
analizi yaparken, Tuna vd. [4] otel geri
bildirimlerini makine 6grenmesi ile analiz
etmistir. Alpkogak vd. [5], Tiirkge metinler i¢in

farkli  makine  O6grenmesi  yOntemlerini
kargilastirmis  ve bu yOntemlerin  belirli
sinirliliklart  oldugunu ortaya koymustur.

Transformer tabanli modellerin yiikseligiyle
birlikte, bu alandaki ¢alismalar LLM'lere
yonelmistir.  Guven [6], Tiirkge iiriin
yorumlarinda BERT, ELECTRA ve ALBERT
modellerini Karsilastirirken, Acikalin vd. [7]
BERT tabanli modellerin Tiirkce duygu
analizindeki etkinligini kanitlamistir. Hibrit
yaklasimlar da dikkat ¢ekmektedir; Wu vd. [8]
sozlik tabanli yOntemleri sinir aglaryla
birlestirmis, Siddiqua vd. [9] ise kural tabanli ve
zayif denetimli 6grenmeyi bir araya getirmistir.
Sigirci vd. [10] Google Play Store yorumlari
tizerinde, Atilgan ve Yogurtcu [11] ise Twitter
verileri iizerinde ¢alismalar yapmistir. Bu
caligmalarin yani sira, model optimizasyonu
icin Akiba vd. [12] tarafindan gelistirilen
Optuna gibi araclar ve model performansini
degerlendirmek i¢in Sathyanarayanan vd. [13]
tarafindan detaylandirilan metrikler de bu
alandaki arastirmalara yon vermektedir. Diger
onemli caligmalar arasinda Karamollaoglu vd.
[14], Demir ve Bilgin [15], Le [16], Parkavi vd.
[17], Gumiis [18], Ban vd. [19], Niu vd. [20] ve
Das vd. [21] sayilabilir.

Yapilan literatiir ~ taramasinda, = mevcut
calismalarin ¢ogunlukla ikili siniflandirmaya
odaklandig1 veya ¢ok sinifli siniflandirmada ara
siniflarda (2, 3, 4 yildiz) diisiik performans
sergiledigi goriilmistiir. Bu ¢calisma, 6zel olarak
1-5 yildiz arast ¢ok smifli smiflandirma
problemine odaklanmasi, sinif dengesizligi ve
veri giiriiltiisii sorunlarina kars1 kapsamli veri
temizleme ve sentetik veri {retimi gibi
sistematik ¢oziimler sunmasi ve bu sayede ara
smiflarda yiiksek basarim elde etmesiyle 6zgiin
bir deger tagimaktadir. Gelistirilen
"Y1ldizSezar" model serisi, bu alandaki boslugu
doldurmay1 ve pratik bir ¢6ziim sunmay1
amaglamaktadir.



Onay ve Kayaalp, /INTERNATIONAL JOURNAL OF 3D PRINTING TECHNOLOGIES AND DIGITAL INDUSTRY 9:3 (2025) 556-568

2. MATERYAL VE METOD

Calismanin dayandigi temel yontem, Tiirkce
miisteri geri bildirimlerini 1'den 5'e kadar y1ildiz
puanlarina gore siniflandirmak i¢in en uygun
yapay zekd modelini deneysel bir siiregle
gelistirmektir. Bu siireg, gelenceksel makine
Ogrenmesi algoritmalariyla bir taban ¢izgisi
olusturulmasi, ardindan Transformer tabanl
Biiylik Dil Modelleri (LLM) ile performansin
artirilmasi ve son olarak veri hazirlama, model
mimarisi ve egitim stratejilerinin optimize
edilmesini kapsamaktadir.

Calismanin boliimden
olusmaktadir:

yontemi 3 ana

1. Veri Setleri ve On Isleme
2. Modeller ve Algoritmalar
3. Model Gelistirme ve Degerlendirme Stireci

2.1. Veri Setleri ve On isleme

Modelin egitimi icin g¢esitli kaynaklardan
toplanan Tirkce miisteri yorumlari
birlestirilmistir. Bu kaynaklar arasinda Kaggle
platformunda yer alan Hepsiburada Yorum Veri
Seti [22] ve Turkish Product Review Dataset
[23] ile GitHub'daki Vitamins & Supplements
Reviews veri seti bulunmaktadir. Bu birlestirme
sonucunda yaklasik 900.000 yorumdan olusan
ham bir veri havuzu elde edilmistir.

Model performansimi dogrudan etkileyen veri
kalitesini artirmak amaciyla kapsamli bir 6n
isleme ve temizleme protokolii uygulanmustir.
Ik olarak, veri setindeki tam kopyalar (exact
duplicates) ayiklanmustir. Ardindan, yalnizca
birka¢ kelime degisikligi iceren veya anlamsal
olarak birbirinin aynisi olan yorumlari tespit
etmek icin daha gelismis bir yontem olan
MinHash LSH (Locality-Sensitive Hashing)
teknigi kullanilmigtir. Bu hassas analiz ile
44.741 adet anlamsal benzer (near-duplicate)
yorum daha veri setinden c¢ikarilmistir. Bu
islemlerden sonra daha spesifik temizlige
gecilmistir. Bu adimlar sunlari igerir:

e HTML etiketlerinin, URL ve e-posta
adreslerinin kaldirilmasi.

e Anlamsal katkist  olmayan emojilerin
temizlenmesi.

o Metinlerin kiigiik harfe doniistiiriilmesi ve
gereksiz bosluklarin giderilmesi.

e Yorum baslarinda  bulunan
"yorum:" gibi kaliplarin silinmesi.

"baslik:",
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e Belirli bir karakter uzunlugunun (6r. 30)
altindaki anlamsiz veya ¢ok kisa yorumlarin
filtrelenmesi.

Veri seti, modelin genelleme yetenegini
giivenilir bir sekilde 6lgmek amaciyla orijinal
veriseti 0,70 egitim, 0,15 dogrulama ve 0,15 test
seti olarak boliinmiistiir.

2.2. Sentetik Veri Uretimi

Veri setindeki en biiyiilk zorluklardan biri, 5
yildizli yorumlarin diger siniflara gore sayica
¢ok fazla olmasiyla ortaya ¢ikan simif
dengesizligi sorunuydu. Bu sorunu ¢ézmek ve
modelin azinlik siniflar1 (6zellikle 1, 2 ve 3

yildiz) daha 1iyi Ogrenmesini saglamak
amaciyla, sentetik veri iretimi yOntemine
basvurulmustur. Bu amacla,

mehmetfevzi/Turkish-Llama-8b-DPO-v0.1
LLM!' kullanilarak her bir azinlik smifi i¢in
gercekei ve gesitli  yorumlar iiretilmistir.
Uretilen sentetik veriler de ayn titiz temizleme
protokoliinden gegirilerek nihai egitim setine
dahil edilmistir.

Modelin ilgili y1ldiz derecelendirmesine uygun,
baglamsal ve gercek¢i yorumlar iiretmesini
saglamak amaciyla asagidaki gibi spesifik
prompt (istem) sablonlar1 kullanilmigtir:

e 1 Yildiz: "Bir kullanici olarak, bir {riinii
degerlendiriyormus gibi, lirliniin kalitesinin ne
kadar kotii oldugunu anlatan bir paragraf yorum
yaz. Yorum 1 yildiz olarak degerlendirilsin."

e 2 Yildiz: "Bir kullanici olarak, bir {riini
degerlendiriyormus gibi, iriiniin hem iyi hem
de kotili yanlarindan bahseden, ama genel olarak
hayal kirikligina ugratan bir paragraf yorum
yaz. Yorum 2 yildiz olarak degerlendirilsin."

e 3 Yildiz: "Bir kullanici olarak, bir Urini
degerlendiriyormus gibi, {iriiniin ortalama
oldugunu, bazi iyi yonleri ve bazi kotli yonleri
oldugunu anlatan bir paragraf yorum yaz.
Yorum 3 yildiz olarak degerlendirilsin."

e 4 Yildiz: "Bir kullanici olarak, bir {riini
degerlendiriyormus gibi, {irliniin iyi oldugunu,
ancak birka¢ eksik tarafi da oldugunu anlatan
bir paragraf yorum yaz. Yorum 4 yildiz olarak
degerlendirilsin."
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e 5 Yildiz: "Bir kullanici olarak, bir Uriini
degerlendiriyormus gibi, {irliniin ¢ok 1iyi
oldugunu anlatan bir paragraf yorum vyaz.
Yorum 5 yildiz olarak degerlendirilsin."

Uretilen ham sentetik verinin, LLM'lerin dogas1
geregi icerdigi girilti ve tutarsizliklar
gidermek, model egitiminde kullanilacak
verinin kalitesini en iist diizeye ¢ikarmak icin
¢ok adimli bir temizleme protokolii
uygulanmistir. Bu sentetik verilere uygulanan
protokol sunlardir:

o LLM Artefaktlarinin Temizlenmesi: Modelin
trettigi metin  baslangig/bitis  belirtecleri
(<lend_of text|>, <|start_header_id|>) gibi
teknik kalintilar kaldirilmastir.

o "Elbette, iste bir 6rnek:", "Tabii ki, asagida bir
yorum bulabilirsiniz:" gibi, prompt'a verilen
yanit niteligindeki  ifadeler = metinlerden
temizlenmistir.

e Anlamsiz tekrarlayan kelime veya cilimle
gruplart iceren yorumlar tespit edilerek
temizlenmistir.

e Metinlerin basindaki ve sonundaki anlamsiz
bosluklar veya karakterler kirilarak, yorumun
anlamli bir kelime ile baslayip bittiginden emin
olunmustur.

Bu spesifik temizlik islemlerinden sonra
sentetik olmayan verisetine uygulanan temizlik
adimlari iizerinden de gegirilmistir.

Temizlenmis 903.786 adet sentetik veri,
925.114 adet orijinal egitim verisi ile
birlestirilerek 1.828.900 veriden olusan nihai
egitim veri seti olusturulmustur. Sentetik veri
sadece egitim verisetine eklenmistir. Bu sebeple
sentetik veriye agir1 uyum riski olmamaktadir.
Bu birlestirilmis veri setinin siniflara gore
dagilimi, orijinal ve sentetik veri sayilari ile
sentetik verinin her bir siniftaki oransal katkisi
Cizelge 1'de detayli olarak sunulmaktadir.
Cizelge 1°den de goriilecegi lizere, nihai egitim
setinin 0,4942’si sentetik verilerden
olusmaktadir. Veri artirimu stratejisi, ozellikle
en az Ornege sahip olan 2 yildizhi smifi
hedeflemis ve bu smiftaki verilerin 0,8360’min
sentetik verilerden olugsmasini saglayarak sinif
dengesine énemli bir katkida bulunmustur. Bu
dengelenmis ve zenginlestirilmis veri seti,
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modelin daha saglam ve giivenilir tahminler
yapmasi i¢in temel olusturmaktadir.

Cizelge 1. Nihai Egitim Veri Setinin Siniflara Gore
Dagilimi ve Sentetik Veri Oranlari

Yildiz  Orijinal Sentetik Toplam  Sentetik
Derecesi Veri Veri Veri Veri
Sayisi Sayisi Sayisi Oram
1Yidiz 39.224  93.096 132.320 0,7036
2Yidiz 22424 114321 136.745 0,8360
3Yidiz 69.427 117.268 186.695 0,6281
4 Yidiz 150.658 126.520 277.178 0,4565
5Yildiz 643.381 452581 1.095.962 0,4130
Toplam 925.114 903.786 1.828.900 0,4942

2.3. Modeller ve Algoritmalar

Calismanin  ilk asamasinda, bir temel
performans (baseline) olusturmak amaciyla
Naive Bayes, Lojistik Regresyon, Rastgele
Orman ve Destek Vektor Siniflandiricist gibi
geleneksel makine Ogrenmesi algoritmalari
kullanilmagtr.

Bu algoritmalarin sinirliliklar1 gézlemlendikten
sonra, metnin baglamsal ve anlamsal yapisini
¢ok daha iyi kavrayabilen Biiyiik Dil Modelleri
(LLM) tiizerine odaklanilmistir. Bu kapsamda,
Ozellikle BERTurk projesi [24] gibi Tiirkge
diline 6zel olarak dnceden egitilmis modellerin
bulundugu  kaynaklardan  yararlanilmistir.
Hugging Face platformu iizerinden, asagidaki
BERT tabanli modeller denenmistir:

e berturk/distilbert-base-turkish-cased: Hizli ve
daha az kaynak gerektiren bir BERT versiyonu.

e dbmdz/electra-base-turkish-cased: Daha
verimli bir egitim silireci sunan ELECTRA
mimarisi.

o dbmdz/convbert-base-turkish-mc4-uncased:
Ozellikle konusma dili ve informal metinler igin
optimize edilmis, ¢aligmanin nihai modelinde
kullanilan ConvBERT mimarisi.

Model egitimi PyTorch ve Hugging Face
Transformers  kiitliphaneleri ~ kullanilarak
gerceklestirilmistir.
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2.4. Model Gelistirme ve Degerlendirme
Siireci
Model gelistirme, Sekil 1'de 6zetlenen iteratif

bir siirecle gergeklestirilmigtir. Her bir
versiyonda  ("YidizSezar V1, V2,..")
kargilagilan bir soruna ¢Oziim Tretilmeye
caligilmistir.

1. Veri Hazirlama Asamasi

Sentetik Veri Uretimi Veri Toplama
(LLaMA ile) (Kaggle, GitHub vb.)

(Senlenk Veri Temlzleme] (Gercek Veri Temizleme)

Veri Seti Birlestirme
(Gergek + Temiz Sentetik)

2. Model Geligtirme Asamasi
y

Model Egitimi
(ConvBERT Mimarisi)

Optimizasyon

Model Degerlendirme
(Dogruluk, F1-Skoru)

Nihai Model
(YildizSezar)

Sekil 1. Model Gelistirme Siireci Akis Semast

Bu siire¢ asagidaki ana adimlar1 icermektedir:

1. Taban Cizgisi Belirleme: Geleneksel ML
algoritmalarinin performansinin dl¢iilmesi.

2. LLM'ere Gegis:
modellerin denenmesi.

Farkli BERT tabanlh

3. Veri Zenginlestirme: Veri seti boyutunun
artirilmasi.
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4. Veri Kalitesini Artirma: Kapsamli veri
temizleme protokollerinin uygulanmasi.

5. Dengesizlikle Miicadele: Temizlenmis
sentetik verilerin veri setine entegrasyonu.

6. Egitim Optimizasyonu: En iyi performansi
veren epoch sayisinin belirlenmesi ve asiri
O6grenmenin (overfitting) 6nlenmesi.

2.5. Degerlendirme Metrikleri
Gelistirilen modellerin performansini nicel
olarak o6lgmek ve karsilastirmak igin standart

siniflandirma metrikleri  kullanilmigtir.  Bu
metrikler asagida agiklanmistir:
e Dogruluk (Accuracy): Modelin dogru

yaptig1 tahminlerin toplam tahmin sayisina
oranidir. Genel performansi gosterse de, sinif
dagilimi1 dengesiz olan veri setlerinde yaniltict
olabilir.

Dogruluk = (TP + TN) / (TP + TN + FP + FN) (1)

o Kesinlik (Precision): Modelin pozitif olarak

tahmin ettigi Orneklerden ka¢ tanesinin
gercekten pozitif oldugunu dlcer.
Kesinlik = TP / (TP + FP) 2

¢ Duyarhihik (Recall): Gergekte pozitif olan
orneklerden ka¢ tanesinin model tarafindan
dogru bir sekilde pozitif olarak tahmin
edildigini gosterir.
Duyarlilik = TP / (TP + FN) 3)
e F1-Skoru (F1-Score): Kesinlik ve duyarlilik
metriklerinin harmonik ortalamasidir. Ozellikle
sinif dengesizligi durumunda, bu iki metrigi
dengeleyen daha giivenilir bir performans
gostergesidir.

Fi1-Skoru = 2 * (Kesinlik * Duyarlilik) /
(Kesinlik + Duyarlilik) 4

e Makro F1-Skoru (Macro F1-Score): Cok
sinifli siniflandirma problemlerinde, her sinif
icin Fl-skoru ayri ayr1 hesaplanir ve bu
skorlarin aritmetik ortalamasi alinir. Bu metrik,
her smmifa esit agirhk vererek azinlk
siiflarindaki performansi daha adil bir sekilde
yansitir.  Calismamizda smif dengesizligi
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bulundugu i¢in makro F1-skoru, temel basari
metriklerinden biri olarak kabul edilmistir.
(Not: TP: Gergek Pozitif, TN: Gergek Negatif,
FP: Yanls Pozitif, FN: Yanlis Negatif)

3. TARTISMA ve BULGULAR

Bu calisma kapsaminda yiiriitiillen kapsamli
deneysel siireg, Onemli bulgular ortaya
koymustur.  Gelistirme siireci, geleneksel
yontemlerin yetersizliginden baslayarak, adim
adim optimize edilmis bir LLM'e ulasmustir.

Ik olarak, geleneksel makine ogrenmesi
algoritmalari ile yapilan testler, Cizelge 2'de
goriildiigli gibi en iyi durumda bile dogruluk
oranlarinin 0,64 civarinda kaldiginm
gostermistir.  Bu modellerin  6zellikle ara
siniflart (2, 3, 4 yildiz) ayirt etmede ve "ama,
fakat" gibi baglag igeren karmasik cilimleleri
anlamada basarisiz oldugu gézlemlenmistir.

Cizelge 2. Geleneksel Makine Ogrenmesi
Algoritmalarinin Dogruluk Sonuglari

Algoritma 5000 Ornek 7500 Ornek 10000
Ornek
Naive 0,58 0,57 0,57
Bayes
Logistic 0,63 0,63 0,64
Regression
Random 0,61 0,62 0,62
Forest
K-Nearest 0,59 0,60 0,61
Neighbors
Gradient 0,62 0,63 0,63
Boosting
Support 0,64 0,64 0,64
Vector
Classifier

Bu sonuglarin ardindan LLM'lere ge¢ilmis ve
veri setinin  yaklasitk  900.000  Ornege
cikarilmasi, kapsamli veri temizligi ve sentetik
veri entegrasyonu gibi adimlar sonucunda
performansta kademeli olarak biiyiikk bir artig
saglanmustir.

Sonraki asamada Tiirkge miisteri geri
bildirimlerinin cok sinifh yildiz
derecelendirmesi  gorevinde en  yiiksek
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performansi sergileyecek model mimarisini
belirlemektir. Bu dogrultuda, Onerilen nihai
modelin  mimari se¢imini gerekgelendirmek
amaciyla, farkli Transformer tabanli Biiyiik Dil
Modelleri (LLM) arasinda sistematik bir
karsilastirma yapilmistir. Bu analiz, model
secimimizin ampirik verilere dayandigini
gostermeyi hedefler. Karsilastirmanin adil bir
zeminde yiiriitiilmesi i¢in, tim Transformer
tabanli modeller (DistilBERT, ELECTRA,
ConvBERT) ayni kosullar altinda
degerlendirilmistir. Bu kosullar sunlardir:

1. Veri Seti: Tiim modeller, yaklasik 700.000
yorumdan olusan, temel diizeyde temizlenmis
ayni1 genisletilmis veri seti iizerinde egitilmis ve
test edilmigtir.

2. Degerlendirme Metrikleri: Modellerin
performansi, genel isabeti Olgen Dogruluk
(Accuracy) ve smif dengesizliginin oldugu
durumlarda modelin tiim siniflardaki basarisini
daha adil yansitan Makro F1-Skoru metrikleri
kullanilarak degerlendirilmistir.

Geleneksel ML modelleri ise daha kiigiik bir
veri setinde (10.000 6rnek) test edilmis olup,
LLM'lerin sagladig1 performans sigramasi i¢in

bir baslangic referansi (baseline) olarak
sunulmustur.
Farkli yaklasimlarin ve mimarilerin

kargilagtirmali performans sonuglart Cizelge
3'de 6zetlenmistir.

Cizelge 3. Karsilagtirmalt Model Performanslari

Model  Yaklasik  En lyi Makro  Temel Gozlem
Mimarisi  Veri Seti Dogruluk F1
Boyutu Skoru
DistillBE 700.000 0,718 0,49 Temel
RT(V5) performans
referansi
ELECT 700.000 0,758 0,55 Genigletilmis
RA(V7) veri ile
performans artti,
ara siniflar zayif
ConvBE 700.000 0,763 0,585  Hem dogruluk
RT(V8) hem de F1-
Skoru’nda en iyi
temel
performansi
sergiledi
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DistiBERT (V5), 0,718 dogruluk ve 0,49
Makro F1-Skoru ile giris seviyesi bir
performans sergilemistir. Disiik F1-Skoru,
modelin  simf dengesizliginden olumsuz
etkilendiginin agik bir gostergesidir.

ELECTRA (V7), hem dogruluk oranini 0,754'e
hem de Makro F1-Skoru'nu 0,55%e c¢ikararak
DistilBERT'ten daha giicli bir mimari
oldugunu kanitlamistir. Bu artis, modelin 6n-
egitim gorevinin bu siniflandirma problemine
daha uygun oldugunu gostermektedir.

ConvBERT (V8), hem 0,763 dogruluk oram
hem de 0,585 Makro F1-Skoru ile en iyi temel
performans:  sergilemistir.  Ozellikle F1-
Skoru'ndaki artis, ConvBERT'In azinlk
siniflarini ayirt etmede diger mimarilerden daha
basarili  olduguna isaret etmektedir. Bu
Ustiinliigiin, ConvBERT'in  konugsma  dili
lizerine egitilmis olmasindan ve bu sayede
miisteri yorumlarinin informal dil yapisina daha

iyi  adapte  olmasindan  kaynaklandig1
diistiniilmektedir.
Bu ampirik  karsilastirma, = ConvBERT

mimarisinin Tiirk¢e miisteri geri bildirimlerini
yildiz derecelendirmesine gore siniflandirma

gorevinde en yiiksek potansiyele sahip
oldugunu gostermistir. Bu veri odakli bulgu,
caligmanin sonraki asamalarinda
gerceklestirilen tiim  veri  zenginlestirme

(sentetik veri ekleme) ve egitim optimizasyonu
cabalarinin neden bu mimari iizerine
yogunlastigini gerekgelendirmektedir.

Caligmanin kritik bulgularindan biri, stratejik
olarak iretilen sentetik verinin model
performansi iizerindeki etkisini nicel olarak
Ol¢mektir. Bu etkiyi izole etmek ve dogrulamak
amaciyla bir ablasyon galigmasi (ablation study)
ylritilmistir. Bu c¢alismada, diger tiim
degiskenler (model mimarisi,
hiperparametreler, veri temizleme protokolii)
sabit tutularak iki temel model
karsilagtirilmigtir:

1. Sentetik Veri Olmadan Egitilen Model
(YildizSezar V15): Sadece derinlemesine
temizlenmis gergek miisteri yorumlarindan
olusan veri setiyle egitilmistir.
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2. Sentetik Veri ile Zenginlestirilmis Model
(YildizSezar V22): Ayni temizlenmis ger¢ek
verilere ek olarak, sinif dengesizligini gidermek
amaciyla {retilen ve titizlikle temizlenen
sentetik verilerle zenginlestirilmis veri seti
izerinde egitilmistir.

Her iki modelin performansi da igerisinde hig
sentetik veri bulunmayan, tamamen gergek
yorumlardan olusan ayni test seti lizerinde ve
ayni sartlarda degerlendirilmistir. Bu yaklasim,
modellerin gercek diinya verilerine genelleme
yapma yetenegini adil bir sekilde oOlgmeyi
saglamaktadir. Elde edilen karsilagtirmali
sonuclar Cizelge 4’de 6zetlenmistir.

Cizelgedeki sonuglar, titizlikle temizlenmis
sentetik  verinin  entegrasyonunun  model
performansi lizerinde doniistiirlici bir etkiye
sahip oldugunu acgik¢a gostermektedir. Sadece
gercek veri ile egitilen model 0,7662 dogrulukta
kalirken, sentetik veri takviyesi bu orami
yaklasik 0,90 seviyesine tagimistir.

Cizelge 4. Sentetik Veri Kullanarak ve Sentetik
Veri Kullanmayarak Elde Edilen Basar1 Cizelgesi

Model Veri Seti Dogruluk Makro
Versiyonu Kompozisyonu F1
Skoru

YildizSezar  Sadece 0,7662 0,537
V15 Temizlenmis

Gergek Veri
YildizSezar  Temizlenmis 0,8996 0,799
V22 Gergek Veri +

Temizlenmis

Sentetik Veri

En ¢arpici gelisme ise sinif dengesizligine karsi
daha hassas olan Makro F1 skorunda
yasanmigtir. Bu metrikteki 0,537'den 0,799'a
olan sigrama, modelin basarisinin sadece baskin
simiflardaki (1 ve 5 yildiz) artistan
kaynaklanmadigini; aksine, sentetik veri
sayesinde smif dengesizliginin asildigini ve
daha once diisiik performansa sahip olan ara
siiflart (2, 3 ve 4 yildiz) ¢cok daha basarili bir
sekilde ogrendigini kesin olarak
kanitlamaktadir. Bu bulgu, karmasik dogal dil
isleme gorevlerinde smif dengesizligiyle
miicadele etmek icin yiiksek kaliteli sentetik
veri kullaniminin ne denli etkili bir strateji
oldugunu vurgulamaktadir.
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Calismanin nihai iiriinii olan YildizSezar V22
modeli, ConvBERT mimarisi kullanilarak,
temizlenmis ve sentetik veri ile
zenginlestirilmis veri seti lizerinde 50 epoch
boyunca egitilmis ve en iyi performansi (en
diisiik dogrulama kayb1) gdsteren checkpoint'i
secilmistir. Bu modelin test seti {izerindeki
detayli siniflandirma performansi Cizelge 5'de
sunulmaktadir.

Cizelge 5'te detaylandirildigi lizere, nihai model
test seti lizerinde 0,8996 gibi yliksek bir genel
dogruluga ulagmugtir. Modelin sinif
dengesizligine karsi direncini 6lgen en kritik
metrik olan makro ortalama F1-skoru ise 0,799
(0,95 Giiven Araligi: [0,792, 0,806]) olarak
hesaplanmustir. Bu dar giiven araligi, elde
edilen performansin istatistiksel olarak tutarl
oldugunu ve tek bir test boliinmesinin sans eseri
bir sonucu olmadigini gdstermektedir. Ozellikle
baslangictaki en biiyiik zorluk olan 2, 3 ve 4
yildizl1 ara smiflarda F1-skorlarinin sirasiyla
0,70, 0,79 ve 0,79 gibi yiiksek degerlere
ulagmasi, ¢aligmanin temel hedefine ulagtiginin
en 6nemli kanitidir.

Cizelge 5. Nihai Model YildizSezar Test Seti
Siniflandirma Raporu

Simf Dogruluk  Duyarhlik F1  Destek
(Precision)  (Recall)  Skoru
1 Yildiz 0,77 0,75 0,76 935
2 Yildiz 0,72 0,68 0,70 1142
3 Yildiz 0,81 0,78 0,79 1178
4 Yildiz 0,82 0,77 0,79 1262
5 Yildiz 0,96 0,95 0,95 4530
Accuracy 0,9 10547
Macro 0,81 0,79 0,8 10547
Avg
Weighted 0,9 0,9 0,9 10547
Avg

Modelin siniflandirma davranisi Sekil 2'deki
karmasiklik  matrisinde  gorsellestirilmistir.
Matris, kosegen Tlizerindeki yogunluktan da
anlasilacagi gibi, modelin ¢ogu 6rnegi dogru
siiflandirdigini, ancak 6zellikle komsu siniflar
arasinda (0rnegin, 4 yildizli baz1 yorumlarm 5
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yildiz olarak tahmin edilmesi) hala az da olsa
bir karisiklik oldugunu gostermektedir. Fakat
yinede model biiyiik bir basar1 elde etmistir.

Normallestirilmis Karmasiklik Matrisi

0,11

012 0,01 0,04

Gergek Etiketler

i : Tahmin Edil‘::n Etiketler :
Sekil 2. Nihai Model YildizSezar V22'in
Karmasiklik Matrisi

Modelin egitim siirecinde agir1 6grenmenin
(overfitting) kontrol altina alindigi, Sekil 3,
Sekil 4 ve Sekil 5'teki grafiklerden agikca
goriilmektedir. Egitim kaybi (train loss)
diismeye devam ederken, dogrulama kaybinin
(eval loss) belirli bir epoch'tan sonra artmaya
baslamasi, en iyi modelin bu doniim
noktasindan once segilmesini saglamustir.

o 50000 100000 150000 200000 250000

Egitim Adimi

Sekil 3. Nihai Modelin Dogruluk Kayip Grafigi

300000

0 50000 100000 150000

Egitim Adimi

Sekil 4. Nihai Modelin Egitim Kayip Grafigi

200000 250000 300000
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0 30000 100000 150000 200000 250000 300000
Egitim Adimi
Sekil 5. Nihai Modelin Dogrulama Dogruluk/F1
Grafigi

Modelin siniflandirma performansini tek bir
metrikten oOte, farkli giiven esiklerindeki
davranisini da incelemek amaciyla, Sekil 5'te

Precision-Recall (PR) egrilerinin  analizi
sunulmustur. Bu analiz, o0zellikle simf
dengesizliginin model tlizerindeki etkisini

degerlendirmek icin kritik oneme sahiptir. Sekil
6’da goriildiigii izere, modelin en baskin sinif
olan 5 yildiz igin elde ettigi 0,96'ik AUC
degeri, bu kategorideki iistiin performansini
teyit etmektedir. Calismanin odaklandigi daha
zorlu ara smiflar olan 3 ve 4 yildiz
kategorilerinde sirasiyla 0,81 ve 0,82 gibi
yiiksek AUC degerlerine ulagilmasi, modelin bu
nliansli ve genellikle birbiriyle karistirilan
yorumlari da Dbasariyla ayirt edebildigini
gostermektedir.

En dikkat ¢ekici bulgu ise, en zayif F1 skoruna
sahip azinlik sinifi olan 2 yildiz kategorisinin
dahi 0,72 gibi rekabetgi bir AUC degerine
ulagmasidir.

Modelin smiflandirma dogruluguna ek olarak,
tahminlerinin glivenilirligi de pratik
uygulamalar i¢in kritik bir 6nem tasimaktadir.
Bu dogrultuda, modelin tahmin olasiliklarinin
ne kadar iyi "kalibre" edildigi, yani giiven
skorlarmin gercek dogruluk oranlartyla ne
kadar tutarli oldugu incelenmistir.
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Her Sinif icin Precision-Recall Egrisi

0.8

o
o

Kesinlik (Precision)
o
=
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— 1Yildiz (F1=0.76, AUC=0.78]

2 Yildiz (F1=0.70, AUC=0.72)
= 3 Yildiz (F1=0.79, AUC=0.81)
— 4Yildiz (F1=0.79, AUC=0.83]
009 — 5 vildiz (F1=0.95, AUC=0.96)

0.0 0.2 0.8 10

UI_::u\,rarhllk (Racal‘:ia
Sekil 6. Sinif Bazinda Precision-Recall (PR)
Egrileri ve Egri Altinda Kalan Alan (AUC)
Degerleri

Analiz sonucunda, modelin tim smflan
kapsayan genel Brier Skoru 0,0233 gibi olduk¢a
diisiik bir degerde hesaplanmistir (0'a yakin
olmas1 daha iyi kalibrasyonu gosterir). Benzer
sekilde, modelin giiven skorlar1 ile gercek
dogruluk oranlar1 arasindaki ortalama farki
Olgen Beklenen Kalibrasyon Hatasi (ECE) ise
sadece 0,0094 olarak bulunmustur. Bu diisiik
hata oranlari, modelin asir1 veya eksik giiven
sergilemeden, dengeli tahminler {irettigine
isaret etmektedir.

Bu bulgular, Sekil 7'de sunulan smif bazindaki
gilivenilirlik diyagrami ile gorsel olarak da
desteklenmektedir. Grafikte, her bir yildiz sinift
i¢in ¢izilen egrilerin, "Miikemmel Kalibrasyon"
olarak belirtilen referans c¢izgisine ¢ok yakin
seyrettigi goriilmektedir. Bu durum, modelin
ornegin  "0,90 giivenle 5 yildiz" dedigi
tahminlerin, gercekte de yaklagik 0,90 oraninda
dogru oldugunu gostermektedir. Bu yiiksek
kalibrasyon  seviyesi, YildizSezar V22
modelinin {irettigi sonuglarin sadece dogru
degil, ayn1 zamanda giivenilir oldugunu da
kanitlamakta ve modelin kritik is kararlarinda
bir destek arac1 olarak kullanilabilirligini
artirmaktadir.

Bu ¢alismada gelistirilen Y1ldizSezar modelinin
akademik basarisinin yani sira, gercek diinya
senaryolarindaki maliyeti ve uygulanabilirligi
de analiz edilmistir. Bu analiz, modelin iiretim
ortamlarina entegrasyonu i¢in kritik Oneme
sahip olan egitim maliyeti, depolama
gereksinimi, ¢ikarim hizi ve kaynak tiiketimi
metriklerini kapsamaktadir.
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YildizSezar V22 modelinin egitimi, biiyiik veri
seti ve Transformer mimarisinin dogasi geregi
hesaplama agisindan yogun bir siire¢ olmustur.
Egitim, tek bir NVIDIA GeForce RTX 3090
GPU izerinde yaklasik 78 saat siirmiistiir.
Egitim  tamamlandiginda, nihai  model
agirliklar: safetensors formatinda disk iizerinde
yalnizca 410 MB yer kaplamaktadir.

Sinif Bazinda Givenilirlik Diyagrami

Mikemmel Kalibrasyon
—e— 1 Yildiz 4'/
2 Yildiz p
—— 3Yildiz A

—— 4 Yildiz J

—— 5Yildiz o

Dogruluk Orani (Accuracy)

0.0

0.0 0.2 0.4 0.6
Ortalama Tahmin Guveni (Confidence)

Sekil 7. Sinif Bazinda Giivenilirlik Diyagrami

0.8 1.0

Modelin pratik degeri en ¢ok ¢ikarim
performansiyla ol¢iiliir. Bu dogrultuda, bir
NVIDIA GeForce RTX 3070 GPU iizerinde
yapilan testlerde asagidaki sonuclar elde
edilmistir:

1.Gecikme Siiresi (Latency): Tekil yorumlarin
analizi i¢in yapilan testlerde, model ortalama
14.42 milisaniye gibi olduk¢a diisiik bir
gecikme siiresi sergilemistir.

2.Verim (Throughput): Biiyiik hacimli verilerin
toplu islenmesi senaryolari i¢in modelin verimi
Olgiilmigtiir. 32'lik yiginlar (batches) halinde
calistirlldiginda, model saniyede yaklagik 182
yorum isleme kapasitesine (QPS - Queries Per
Second) ulagmuistir.

3.Kaynak  Tiiketimi:  Modelin  kaynak
tiketimindeki verimliligi dikkat ¢ekicidir.
Yogun toplu isleme sirasinda dahi modelin
GPU bellegi (VRAM) kullanimi yaklasik 1.1
GB (1065 MiB) seviyesinde kalmustir.

3.1 Kisithliklar ve Gelecek Calismalar

Bu calismanin, elde edilen basarili sonuclara
ragmen baz1 kisitliliklar1 bulunmaktadir ve bu
kisithiliklar gelecek aragtirmalar igin Onemli
firsatlar sunmaktadir.
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Ilk olarak, modelin genelleme performans,
sabit bir egitim-dogrulama-test veri seti
boliinmesi kullanilarak degerlendirilmistir. Bu
yaklasim yaygin olmakla birlikte, sonuglarin
veri setinin belirli bir béliinmesine duyarli olma
riskini tasir. Gelecekteki calismalarda, model
performansinin daha giirbiiz ve istatistiksel
olarak daha gii¢lii bir tahminini elde etmek i¢in
k-katlamali ¢apraz dogrulama (k-fold cross-
validation) gibi yontemlerin kullanilmasi,
bulgularin gecerliligini daha da pekistirecektir.

Ikinci olarak, bu calismada kullanilan veri seti
agirlikli olarak e-ticaret platformlarindaki {irtin
yorumlarindan olusmaktadir. Modelin bu
alandaki (in-domain) basaris1 kanitlanmis olsa
da, kendine 6zgii dil ve jargon barindiran turizm
(otel yorumlar1) veya gastronomi (restoran
yorumlar1) gibi farkli alanlardaki (out-of-
domain) performansi bu galisma kapsaminda
test edilmemistir. Modelin bu farkli alanlara
adaptasyonu ve genelleme kabiliyetinin
oOl¢iilmesi, onemli bir gelecek arastirma yoniinii
temsil etmektedir.

4. SONUC

Bu caligma, Tiirk¢e miisteri yorumlarimi 1'den
S5'e¢ kadar olan yildiz puanlarina gore
siniflandirma gibi zorlu bir problemi ¢6zmek
iizere gelistirilen "Y1ldizSezar" modelini ve bu
modelin arkasindaki sistematik metodolojiyi
sunmustur. LLaMA tabanli bir model ile
iretilen yiiksek kaliteli sentetik verilerle sinif
dengesizligi sorununun iistesinden gelinmis;
nihai model 0,90 dogruluk ve azinlik
siiflardaki basarumi yansitan 0,799 makro F1-
skoru ile alaninda dikkate deger bir basariya
ulagmistir.

Bu ¢alismanin 6zgiin niteligi, {i¢ temel unsurun
bir araya getirilmesinden dogmaktadir: (1)
Tiirkge gibi sondan eklemeli, morfolojik olarak
zengin ve baglamsal inceliklerin yogun oldugu
bir dile odaklanmast, (2) ikili (olumlu/olumsuz)
siniflandirmanin 6tesine gegerek igletmeler igin
kritik degere sahip olan 1-5 aras1 graniiler yildiz
skalasint hedef almasi ve (3) bu zorluklarin
iistesinden gelmek i¢in biiyiik dil modelleriyle
(LLM) sentetik veri liretme stratejisini basaril
bir sekilde uygulamasi. Yapilan kapsamli
literatlir taramasi, bu ili¢ unsuru birlestirerek
ozellikle ara smiflarda (2, 3, 4 yildiz) yiiksek
basarim elde eden bdylesine sistematik bir
calismanin Tiirkge i¢in daha dnce yapilmadigini
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ortaya koymaktadir. Bu yoniiyle ¢alisma,
literatiirde 6nemli bir boslugu doldurmaktadir.
Bununla birlikte, ¢alismanin bazi sinirliliklar
mevcuttur. Model, agirlikli olarak e-ticaret
platformlarindaki iirlin yorumlar1 {izerinde
egitilmis ve test edilmistir. Modelin basarisi bu
alanda kanitlanmis olsa da, kendine 6zgii bir dil
ve jargona sahip olabilen turizm (otel
yorumlar1), gastronomi (restoran yorumlari)
veya mobil uygulamalar (dijital dagitim
platformu yorumlar1) gibi farkli hizmet
sektorlerindeki  performanst  heniiz  test
edilmemistir. Ayrica, sentetik veri liretiminde
kullanilan ~ LLM'in  kapasitesi, tretilen
metinlerin  ¢esitliligini  ve  yaraticiligini
sinirlayan bir faktor olabilir.

Bu ¢alisma, gelecek arastirmalar i¢in verimli bir
zemin hazirlamaktadir. Gelistirilen modelin
metindeki anlamsal tutarliligi ve duygusal tonu
derinlemesine anlama kabiliyeti, farkli gorevler
icin bir temel olusturabilir. Ornegin, model,
anlamsiz veya tekrar eden ifadeler igeren diisiik
kaliteli veya spam niteligindeki yorumlari tespit
etmek i¢in uyarlanabilir. Gelecek ¢alismalarda,
daha gelismis generative modellerle sentetik
veri setinin daha da zenginlestirilmesi,
verisetinin genisletilmesi ve daha gelismis
BERT  tabanli  modeller  kullanilmasi
performansin  daha ileri bir seviyeye
tasinmasina olanak taniyacaktir.. Sonug olarak,
"YildizSezar", Tiirk¢e dogal dil isleme alaninda
pratik ve yiiksek performansli bir ¢dziim
sunmakla kalmayip, benzer zorluklara sahip
diger dillerdeki ¢alismalar icin de bir model
teskil etme potansiyeli tagimaktadir.

Ek A: Seffaflik, Tekrarlanabilirlik ve Etik
Hususlar

Bu boliimde, ¢aligmanin seffafligini ve bilimsel
gegerliligini desteklemek amaciyla kullanilan
veri kaynaklari, gizlilik onlemleri,
tekrarlanabilirlik adimlart ve modele iliskin
Ozet bilgiler sunulmaktadir.

1. Veri Kaynaklari ve Lisanslama

Calismada kullanilan veri setleri, akademik ve
arastirmaci kullanimina agik olan, kamuya mal
olmus kaynaklardan derlenmistir. Bu kaynaklar
arasinda Kaggle platformunda yer alan
"Turkish Product Reviews" (Cebeci, 2018) ve
"Turkish E-Commerce Review Dataset"
(Keskin, 2020) gibi veri setleri bulunmaktadir.
Tim wveriler, ilgili platformlarin arastirma
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amacli kullanima izin veren lisans kosullarina
uygun olarak kullanilmustir.

2. Gizlilik ve KVKK Uyumu

Veri setleri, kullanici gizliligini korumak
amaciyla anonimlestirilmis verilerden
olusmaktadir. Calismamizda uygulanan veri

temizleme  protokolii, Kisisel Verilerin
Korunmast Kanunu (KVKK) ilkeleriyle
uyumlu olarak, metinler igerisinde
bulunabilecek e-posta adresi, URL veya

kullanic1 adi1 gibi kisisel olarak tanimlanabilir
bilgileri (PII) otomatik olarak temizlemek tizere
tasarlanmigtir. Model, yalnizca anonim yorum
metinleri ve yildiz puanlar1 iizerinde
egitilmistir.

3. Tekrarlanabilirlik

Calismadaki sonuglarin tekrarlanabilirligini
saglamak  amaciyla  asagidaki  adimlar
izlenmistir:

e Tohum Degeri (Seed Value): Veri bolme,
model agirliklarinin  baslangic durumu ve
egitim siirecindeki diger tiim rastgelelik igeren
adimlarda 42 olarak sabit bir tohum degeri
kullanilmustir.

e Hiperparametreler: Nihai modelin
egitiminde kullanilan temel hiperparametreler
sunlardir:

e Model Mimarisi:
turkish-mc4-uncased

e Ogrenme Orani: 3e-5
¢ Y18in Boyutu (Batch Size): 32
Epoch Sayisi: 50 (Erken durdurma ile)

dbmdz/convbert-base-

4. Model Karti (Ozet)

e Model Adi: YildizSezar V22

e Mimari: ConvBERT (Convolutional BERT)
o Gelistirilme Amaci: Tiirkce e-ticaret miisteri

yorumlarimi  1'den 5S'e kadar olan yildiz
puanlarina  gore  ¢ok  smifli  olarak
siniflandirmak.

e Kullanim Alanlari: Miisteri memnuniyeti
analizi, Urin/hizmet kalitesi takibi, otomatik
geri bildirim etiketleme.

o Kisithhiklar: Model, agirlikli olarak e-ticaret
iriin yorumlar1 iizerinde egitilmistir. Turizm,
gastronomi veya saglik gibi farkli jargona sahip
alanlarda performansi diisebilir ve bu alanlarda
kullanilmadan o6nce ek bir ince ayar (fine-
tuning) gerektirebilir.

Etik Degerlendirme: Model, anonim verilerle
egitilmis olup kisisel gizliligi ihlal etmez.
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