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Stability analysis of distributed order
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Abstract

In the current study we presented a distributed order form of Hilfer-
Prabhakar (DHP) derivative, which in special cases reduces to the ex-
istent de�nitions of fractional or distributed order derivatives. More-
over, we analyzed the stability of DHP di�erential equations, which are
the generalized form of all previous distributed or fractional di�eren-
tial equations. The obtained results showed that su�cient conditions
on asymptotic stability of these systems have been obtained through
the generalized properties of Mittag-Le�er functions and the Laplace
transform. Moreover, a number of conditions on stability analysis of
such systems have been introduced by using a new de�nition of inertia
of a matrix.
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1. Introduction

Di�erential equations and fractional di�erential equations are widely applied realms in
physics and engineering; instances of them can be found in Lorenz and Chen's di�erential
equations [8, 1], heat di�usion beyond Fourier law [51], Guyer-Krumhansl type heat equa-
tion [46, 47], distributed order fractional Riccati di�erential equation [4, 2, 10], pulsar
radiation in post-Maxwellian vacuum nonlinear electrodynamics [19], and Black-Scholes
equations [49]. Moreover, there are many important questions relevant to di�erential
equations; three of the most notable are those of existence and uniqueness of solutions
and their stability and asymptotic stability. In this regard, in [48, 43, 52] solutions of
some important di�erential equations, arising in physics, have been dealt with. One of
the most important di�erential systems is Lorenz and Chen's nonlinear systems, which
arise in various �elds such as physical [31], chemical [25], and ecological systems [15].
Similar to the integer order systems, its fractional order derivative has been studied by
a number of researchers including [8, 3, 50], to name but a few.
The origins of the �eld of fractional calculus dates back to more than three centuries
ago; however, the �eld has received attention and interest only in the past 20 years or
so [30, 9, 7, 45]. Fractional calculus is the generalization of calculus, in which the order
of derivatives and integrals are arbitrary numbers in the form of Caputo fractional de-
rivative, Riemann-Liouville fractional derivative, or Hilfer-Prabhakar derivative. Here, a
notable aspect is that engineers and scientists have developed new models that involve
fractional di�erential equations. These models have been applied widely in mechanics
(theory of viscoelasticity and viscoplasticity), (bio-)chemistry (modelling of polymers and
proteins), electrical engineering (transmission of ultrasound waves), medicine (modelling
of human tissue under mechanical loads), etc.[20].
The distributed-order operators can be obtained by integrating the fractional-order cal-
culus operators with respect to the order variable. Caputo was the �rst one to discuss
the distributed order di�erential equation [17] and further developed the concept himself
[16, 17] along with scholars such as [14]. In [10], the multi-term fractional derivative
viscoelastic model has been generalized to a derivative model of distributed order by
replacing the �nite sums with integrals in the domain of orders. Based on this model
Atanackovic analyzed the response of several systems such as the fractional distributed
order oscillator [11] and the distributed order fractional wave equation [12, 13].

A de�nition of the distributed-order derivative is as

(1.1) do
·Dα

t f(t) =

∫ 1

0

b(α)a+
.Dα

t f(t)dα,

where, the fractional derivative of integrand function is in Caputo or in Riemann-Liouville
form. [8, 39, 5] investigated the stability analysis of distributed order di�erential equa-
tions with respect to the nonnegative density function; in their study the fractional
derivative of distributed order was based on the Caputo's de�nitions. In the current
paper, we will deal with a new de�nition of distributed order derivative with respect
to Hilfer-Prabhakar derivative [23, 36, 35] that is called the distributed order Hilfer-
Prabhakar derivative. We will also show that the distributed order Hilfer-Prabhakar
derivative can be reduced to the Caputo or Riemann-Liouville fractional derivative, Hil-
fer or Hilfer-Prabhakar derivative, and the distributed-order derivative in Caputo or
Riemann-Liouville form. Regarding these trends of research, [40] studied stability anal-
ysis of Hilfer fractional di�erential systems.
This paper is organized as follows. In section 2, we review some basic de�nitions of
fractional and distributed order fractional derivative operators. Our new de�nition of
distributed order fractional derivative and its properties will be presented in this section.
Section 3 deals with the main theorems for checking the stability analysis of distributed
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order Hilfer-Prabhakar derivative systems. Moreover, we will see that this system can be
reduced to a system with previous fractional or distributed order fractional derivatives.
In section 4 we illustrate our new theorems and de�nitions by three examples. Finally,
conclusions are presented in section 5.

2. Preliminaries

Here and in this part of the study, we present our new de�nition of the distributed
order derivative together with some basic de�nitions related to fractional calculus. More-
over, we will check whether the other fractional derivatives are expressible in terms of
our proposed de�nition. Some concepts and techniques related to Laplace transforms are
presented as well.

The Mittag-Le�er function and its generalizations, which has been introduced and stud-
ied by [33, 34], [44] and [28], have been presented as the solution of fractional order
di�erential equations and fractional order integral equations. Due to its direct applica-
tions in �elds such as physics, biology, engineering, and applied sciences, its importance
has been emphasized during the last 15 years or so [6, 24].

2.1. De�nition. The Mittag-Le�er function has been de�ned by the series representa-
tion as

(2.1) Eβ(z) =

∞∑
n=0

1

Γ(βn+ 1)
zn, β > 0, z ∈ C,

and its generalization by the following form

(2.2) Eβ,γ(z) =

∞∑
n=0

1

Γ(βn+ γ)
zn, β > 0, γ > 0, z ∈ C,

where C is the set of complex numbers.

Applying the series representation, a generalization of (2.2) has been introduced by
[37] as:

(2.3) Eδβ,γ(z) =

∞∑
n=0

(δ)n
Γ(βn+ γ)n!

zn,

where β, γ, δ ∈ C, with <(β),<(γ) > 0 and (δ)n is the Pochhammers symbol de�ned as

(δ)n = δ(δ + 1) · · · (δ + n− 1) = Γ(δ+k)
Γ(δ)

, (δ)0 = 1.

If we de�ne eγρ,µ ω as

(2.4) eγρ,µ ω(t) = tµ−1Eγρ,µ(ωtρ), t ∈ R , ρ, µ, ω, γ ∈ C, <(ρ),<(µ) > 0,

then we have the following lemma,

2.2. Lemma. The Laplace transform of eγρ,µ ω(t) is given by

(2.5) L[eγρ,µ ω(t)](s) = s−µ(1− ωs−ρ)−γ .

2.3. De�nition. The Riemann-Liouville fractional integral of order α > 0 for an abso-
lutely integrable function f(t) on t > a will be as

(2.6) a+I
α
t (f(t)) =

1

Γ(α)

∫ t

a

(t− τ)α−1f(τ)dτ = (f ∗ kα)(t), α > 0,

in which Γ is the Gamma function, kα(t) = tα−1/Γ(α), and f ∗ kα is the convolution of
f and kα, and 0+I0

t (f(t)) = f(t).
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Let f ∈ L1[a, b],−∞ ≤ a < t < b ≤ ∞ and f ∗ km−α ∈ Wm,1[a, b], m = dαe, α > 0,
where Wm,1[a, b] is the Sobolev space de�ned as

(2.7) Wm,1[a, b] = {f ∈ L1[a, b] :
dm

dtm
f ∈ L1[a, b]}.

The Riemann− Liouville derivative of order α > 0 is de�ned as

(2.8) RL
a+D

α
t f(t) =

dm

dtm a+
Im−αt =

1

Γ(m− α)

dm

dtm

∫ t

a

(t− s)m−1−αf(s)ds.

Now let α > 0, m = dαe and f ∈ ACm[a, b]; the Caputo derivative of order α > 0
is de�ned as

(2.9) C
a+D

α
t f(t) =a+ Im−αt

dm

dtm
f(t) =

∫ t

a

(t− s)m−1−α d
m

dsm
f(s)ds,

where ACm[a, b] = {f : [a, b] → R : dm−1

dtm−1 f(t) ∈ AC[a, b]}, and AC[a, b] is the space,
including absolutely continuous functions.
The Laplace transform of the Caputo fractional derivative satis�es

(2.10) L(Ca+D
α
t f(t)) = sαL(f(t))−

m−1∑
k=0

f (k)(0+)sα−1−k.

Recently, Hilfer has introduced a generalized form of the Riemann-Liouville fractional
derivative [26]. In short, Hilfer fractional derivative is an interpolation between the
Riemann-Liouville and Caputo fractional derivatives with applications in fractional evo-
lutions equations [27].

2.4. De�nition. (Hilfer derivative). Let µ ∈ (0, 1), ν ∈ [0, 1], f ∈ L1[a, b], −∞ ≤ a <
t < b ≤ ∞, f ∗ k(1−ν)(1−µ) ∈ AC1[a, b], the Hilfer derivative is de�ned as

(2.11) a+D
µ,ν
t f(t) = (a+I

ν(1−µ)
t

d

dt
(a+I

(1−ν)(1−µ)
t f))(t).

For ν = 0, the Hilfer derivative coincides with the Riemann-Liouville derivative, and
for ν = 1 it does the same with the Caputo derivative. Hereafter and without loss of
generality we set a = 0.
The Prabhakar integral [29] is obtained by modifying the Riemann-Liouville integral op-
erator by extending its kernel with a three-parameter Mittag-Le�er function, a function
which extends the well-known two-parameter Mittag-Le�er function.

2.5. De�nition. (Prabhakar integral). Let f ∈ L1[0, b], 0 < t < b ≤ ∞; the Prabhakar
integral can be written as

(2.12) Eγ
ρ,µ,ω,0+f(t) =

∫ t

0

(t− y)µ−1Eγρ,µ(ω(t− y)ρ)f(y)dy = (f ∗ eρ,µ,ω)(t),

where ρ, µ, ω, γ ∈ C, with <(ρ),<(µ) > 0.

Similar to the classical fractional operators, a related di�erential operator can be
de�ned as follows.

2.6. De�nition. (Prabhakar derivative).Let f ∈ L1[0, b], 0 < t < b ≤ ∞, f∗e−γρ,m−µω(·) ∈
Wm,1[0, b] and m = dµe; the Prabhakar derivative will be de�ned as

(2.13) Dγ

ρ,µ,ω,0+f(t) =
dm

dtm
E−γ
ρ,m−µω,0+f(t),

where ρ, µ, ω, γ ∈ C, with <(ρ),<(µ) > 0.
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The Riemann-Liouville integrals in (2.6) can be expressed in terms of Prabhakar in-
tegrals as

(2.14) 0+I
m−µ+θ
t f(t) = E0

ρ,m−(µ+θ),ω,0+f(t);

therefore,

(2.15) Dγ

ρ,µ,ω,0+f(t) =0+ Dµ+θ
t E−γ

ρ,θ,ω,0+f(t) θ ∈ C, <(θ) > 0.

For Prabhakar integral we have (see [29], Theorem 8)

(2.16) Eγ
ρ,µ,ω,0+E

δ
ρ,ν,ω,0+f(t) = Eγ+δ

ρ,µ+ν,ω,0+f(t).

As expected, the inverse operator (2.13) of the Prabhakar integral generalizes the Riemann-
Liouville derivative. It's regularized Caputo counterpart is given for functions f ∈
ACm[0, b], 0 < t < b ≤ ∞ by

(2.17)

CDγ

ρ,µ,ω,0+f(t) = E−γ
ρ,m−µ,ω,0+

dm

dtm
f(t)

= Dγ

ρ,µ,ω,0+f(t)−
∑m−1
k=0 tk−µE−γρ,k−µ+1(ωtρ)f (k)(0+).

Hilfer-Prabhakar derivative is similar to the Hilfer derivative but based on Prabhakar
operators. This Hilfer-Prabhakar derivative interpolates the two operators (2.13) and
(2.17); let us give the following de�nition [36]

2.7. De�nition. (Hilfer-Prabhakar derivative). Let µ ∈ (0, 1), ν ∈ [0, 1] and let f ∈
L1[a, b], 0 < t < b ≤ ∞, f ∗ e−γ(1−ν)

ρ,(1−ν)(1−µ),ω(·) ∈ AC1[0, b]; the Hilfer-Prabhakar derivative

is de�ned by

(2.18) D
γ,µ,ν

ρ,ω,0+f(t) = (E−γν
ρ,ν(1−µ),ω,0+

d

dt
((E
−γ(1−ν)

ρ,(1−ν)(1−µ),ω,0+)f))(t),

where γ, ω ∈ R, ρ > 0 and E0
ρ,0,ω,0+f = f .

We have observed that (2.18) reduces to the Hilfer derivative for γ = 0. Moreover, for
ν = 1 and ν = 0, it coincides with (2.16) and (2.14) respectively (note m = 1).

2.8. Lemma. The Laplace transform of (2.17) is given by[22]

(2.19)

L(Dγ,µ,ν

ρ,ω,0+f(t)) = sµ(1− ωs−ρ)γL(f)(s)−

−s−ν(1−µ)(1− ωs−ρ)γν [E
−γ(1−ν)

ρ,(1−ν)(1−µ),ω,0+f(t)]t=0+ .

2.9. De�nition. (Distributed order derivatives). The fractional derivatives with dis-
tributed order in the Caputo or Riemann-Liouville formulations with respect to order-
density function b(α) ≥ 0 are de�ned as

(2.20) do
·Dα

t f(t) =

∫ m

m−1

b(α)a+
.Dα

t f(t)dα,

where m− 1 < α ≤ m and .
a+D

α
t is the Caputo or Riemann-Liouville derivative.

For the Laplace transform of the Caputo fractional derivative of distributed order the
following equation holds

(2.21) L(CdoD
α
t f(t)) = B(s)L(f(t))−

m−1∑
k=0

1

sk+1
B(s)f (k)(0+),

where

B(s) =

∫ m

m−1

b(α)sαdα.
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Now and in this section of this study we are going to present a new de�nition for the
distributed order derivative, by which the derivatives referred to in the previous part can
be re-expressed in a new form.

2.10. De�nition. Let Dγ,µ,ν

ρ,ω,0+f(t) be the Hilfer-Prabhakar derivative of function f ; the

distributed order Hilfer-Prabhakar derivative with respect to the order-density function
b(µ, ν) ≥ 0 is de�ned as

(2.22) HP
do D

γ,µ,ν

ρ,ω,0+f(t) =

∫ 1

0

∫ 1

0

b(µ, ν)Dγ,µ,ν

ρ,ω,0+f(t)dµdν.

2.11. Remark. Consider the density function b(µ, ν) in the following cases

Case1. b(µ, ν) = δ(µ− µ0)δ(ν − ν0),
Case2. b(µ, ν) = b(µ)δ(ν − ν0), where δ(.) is the Dirac delta function.

Based on the above formulations, it would be clear that in case one we have
HP
do D

γ,µ,ν

ρ,ω,0+f(t) = D
γ,µ0,ν0
ρ,ω,0+ f(t),

and, if in addition ν0 = 0 and ω = 0, then
HP
do D

γ,µ,ν

ρ,ω,0+f(t) = RL
0+ D

µ0
t f(t),

and, if ν0 = 1 and ω = 0, then
HP
do D

γ,µ,ν

ρ,ω,0+f(t) = C
0+D

µ0
t f(t).

Moreover, in case 2 for ν0 = 1 and ω = 0, HPdo D
γ,µ,ν

ρ,ω,0+ reduces to the fractional derivative

with distributed order in the Caputo form, and for ν0 = 0 and ω = 0 they reduce to the
fractional derivative with distributed order in the Riemann-Liouville form with respect
to order-density function b(µ).

Remark 2.11 shows that our new de�nition for distributed order fractional derivative
can be reduced to all previous de�nitions in this section.
In the next section we consider the linear di�erential system with distributed order Hilfer-
Prabhakar derivative in two cases. We also illustrate some conditions of their stability.
The important point not to forget her is that we can see that this system can be reduced
to the system referred to in [41, 32, 38].

3. A Stability Analysis of Distributed Order Hilfer-Prabhakar

Di�erential Systems

In this section, we �rst discuss the stability analysis of the linear distributed order
Hilfer-Prabhakar di�erential system as

(3.1)

HP
do D

γ,µ,ν

ρ,ω,0+x(t) = Ax(t), t > 0, γ, ω ∈ R, ρ > 0,

E
−γ(1−ν)

ρ,(1−ν)(1−µ),ω,0+x(t)|
t=0+

= gγρ,ω(µ, ν), 0 < µ < 1, 0 ≤ ν ≤ 1,

where x ∈ Rn, A ∈ Rn×n and HP
do D

γ,µ,ν

ρ,ω,0+ is the distributed order Hilfer-Prabhakar de-

rivative. Then we extend our results to system HP
do D

γ,µ,ν

ρ,ω,0+x(t) = Ax(t) + Bu(t), and at

the end of this section we focus on autonomous systems.

In this part we present some results about stability analysis of distributed order Hilfer-
Prabhakar linear di�erential system. We consider the system 3.1 stable if for any initial
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function gγρ,ω, there would be a ε > 0 such that ‖ x(t) ‖< ε for all t > 0; moreover, it
would be asymptotically stable provided that it is stable and ‖ x(t) ‖→ 0 as t→∞.
For introducing the stability theorem for system 3.1, we obtain the Laplace transform of
this system. By implementation of the Laplace transform on the system 3.1 and using
the initial condition and Lemma 2.8, we have

(1− ωs−ρ)γ
∫ 1

0

∫ 1

0
b(µ, ν)sµdµdνX(s)−

−
∫ 1

0

∫ 1

0
b(µ, ν)s−ν(1−µ)(1− ωs−ρ)γνgγρ,ω(µ, ν)dµdν = AX(s),

where L(x(t))(s) = X(x), or

(3.2) (1− ωs−ρ)γB1(s)X(s)−B2(s) = AX(s),

where

B1(s) =

∫ 1

0

∫ 1

0

b(µ, ν)sµdµdν,

and

B2(s) =

∫ 1

0

∫ 1

0

b(µ, ν)s−ν(1−µ)(1− ωs−ρ)γνgγρ,ω(µ, ν)dµdν.

3.1. Remark. Under the special case 1 of remark 2.11, we have

B1(s) = sµ0 ,

and
B2(s) = s−ν0(1−µ0)(1− ωs−ρ)γν0gγρ,ω(µ0, ν0);

at this point, if ν0 = 0, ω = 0 and γ = −1, (3.2) will be reduced to the �rst equation to
prove the theorem 3.1 in [38] as

(3.3) sµ0X(s)− 0+I
1−µ0
t (x(t))|

t=0+
= AX(s);

moreover, if ν0 = 1, ω = 0, and γ = −1, we will have

(3.4) sµ0X(s)− x(0+) = AX(s).

In case 2 of remark 2.11, if b(µ, ν) = b(µ)δ(ν − 1), ω = 0, and γ = 1 we will have

B1(s) =

∫ 1

0

b(µ)sµdµ,

and

B2(s) =
1

s

∫ 1

0

b(µ)sµdµx(0+);

therefore, (3.2) will be reduced to (3.1) in [41].

From remark 3.1, we found that system 3.1 and its stability analysis can be reduced
to system 3.1 in [41, 38] or system 1 in [32].

Now we recall the �nal value theorem about Laplace transform.

3.2. Theorem. Let F (s) be the Laplace transform of the function f(t). If all poles of
sF (s) are in the open left-half plane, then [21]

(3.5) lim
t→∞

f(t) = lim
s→0

sF (s).
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We are now ready to introduce our main theorem based on the asymptotic stability
of system 3.1.

Consider the following assumptions:

H1) All roots of the det((1− ωs−ρ)γB1(s)I −A) = 0 have negative real parts;

H2) ω = 0 and γ ≤ 1 or ω 6= 0 and γ ≤ 1
1+ρ

;

H3) All poles of the sB2(s) are in the open left-half plane.

Based on these, we have the following theorem:

3.3. Theorem. If assumptions H1, H2 and H3 hold, then the system 3.1 is asymptot-
ically stable.

Proof. From equation 3.2, we have

(3.6) ((1− ωs−ρ)γB1(s)I −A)X(s) = B2(s);

this implies that

(3.7) ((1− ωs−ρ)γB1(s)I −A)sX(s) = sB2(s).

From assumption H1, all roots of the det((1 − ωs−ρ)γB1(s)I − A) = 0 lie in open
left half of the complex plane (i.e., <(s) < 0), so we consider (3.6) in <(s) ≥ 0. In
this restricted area, from assumption H1, equation 3.6 has a unique solution sX(s) =
(sX1(s), sX2(s), · · · , sXn(s))T . But from assumption H2

lim
s→0,<(s)≥0

sB2(s) = 0;

thus,
lim

s→0,<(s)≥0
sXi(s) = 0, for i = 1, 2, · · ·n.

Now by applying the assumption H3 and �nal value theorem we will have

limt→∞ x(t) = limt→∞(x1(t), x2(t), · · · , xn(t))T

= lims→0,<(s)≥0(sX1(s), sX2(s), · · · , sXn(s))T = 0.

�

3.4. De�nition. The function P γρ,ω,A(s) = det((1−ωs−ρ)γB(s)I−A), which is a function

in s, is called the distributed Hilfer-Prabhakar characteristic function with respect to B(s)

of n× n matrix A, where B(s) =
∫ 1

0

∫ 1

0
b(µ, ν)sµdµdν, b(µ, ν) ≥ 0.

It is clear that when b(µ, ν) = b(µ)δ(ν − 1) and ω = 0 and γ = 1, the distributed
Hilfer-Prabhakar characteristic function with respect to B(s) of A is the characteristic
function of the matrix A de�ned in [41].

3.5. De�nition. The distributed Hilfer-Prabhakar eigenvalues of A(dHPeiv) with re-
spect to B(s) are the roots of the distributed Hilfer-Prabhakar characteristic function of
A with respect to B(s).

The inertia of matrix A of order n, denoted by In(A), is the triplet
(π(A), ν(A), δ(A)), where π(A), ν(A), and δ(A) are the number of eigenvalues of A with
positive, negative, and zero real parts, counting multiplicities (for more details see [18]).
Now we generalize the inertia concept for analyzing the stability of distributed order
Hilfer-Prabhakar di�erential systems.
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3.6. De�nition. The distributed order Hilfer-Prabhakar inertia of matrix A of order n
with respect to B(s), denoted by Inγρ,ω(A), is the triplet

(3.8) (φγρ,ω(A), χγρ,ω(A), ψγρ,ω(A)),

where φγ,µρ,ω(A), χγ,µρ,ω(A) and ψγ,µρ,ω (A) are the number of the distributed Hilfer-Prabhakar
eigenvalues of A with respect to B(s) with positive, negative, and zero real parts, counting
multiplicities.

It is easy to see that InB(s), de�ned in [41], is a special case of Inγρ,ω(A).

3.7. De�nition. The matrix A is called a distributed order Hilfer-Prabhakar stable ma-
trix with respect to B(s), if all of the distributed Hilfer-Prabhakar eigenvalues of A with
respect to B(s) have negative real parts.

3.8. Theorem. Let assumptions H1, H2 and H3 hold; then the distributed order Hilfer-
Prabhakar di�erential system 3.1 is asymptotically stable if any of the following equivalent
conditions holds.

(1) The matrix A is distributed order Hilfer-Prabhakar stable matrix with respect to B1(s).

(2) φγρ,ω(A) = ψγ,µρ,ω (A) = 0.

(3) All roots of the distributed Hilfer-Prabhakar characteristic function with respect to
B1(s) satisfy |arg(s)| > π/2.

Proof. According to de�nition 3.7, matrix A is a distributed order Hilfer-Prabhakar stable
matrix with respect to B1(s), if and only if all distributed Hilfer-Prabhakar eigenvalues
of A with respect to B1(s) have negative real parts, that is φγρ,ω(A) = ψγ,µρ,ω (A) = 0. This
shows that (1) ⇐⇒ (2). Moreover, φγρ,ω(A) = ψγ,µρ,ω (A) = 0, if and only if all distributed
Hilfer-Prabhakar eigenvalues of A with respect to B1(s) have negative real parts. This
shows that (2)⇐⇒ (3). �

Now we consider the following system

(3.9)

HP
do D

γ,µ,ν

ρ,ω,0+x(t) = Ax(t) +Bu(t), t > 0, γ, ω ∈ R, ρ > 0,

E
−γ(1−ν)

ρ,(1−ν)(1−µ),ω,0+x(t)|
t=0+

= gγρ,ω(µ, ν), 0 < µ < 1, 0 ≤ ν ≤ 1;

the proof of the following theorem can be easily expressed similar to Theorem 3.3.

3.9. Theorem. If the following assumptions hold, the system 3.9 is asymptotically stable:

a. all roots of the det((1− ωs−ρ)γB1(s)I −A) = 0 have negative real parts;

b. lims→0 s(BU(s) +B2(s)) = 0, where U(s) = L(u(x));

c. all poles of the s(BU(s) +B2(s)) are in the open left-half plane.

Next, we will study the stability of the distributed order HilferPrabhakar autonomous
systems.

Here, we use linear approximation near a special point-called equilibrium point-of a
vector-valued function F (x).

3.10. De�nition. The point x̂ is an equilibrium point for the autonomous system
HP
do D

γ,µ,ν

ρ,ω,0+x(t) = F (x(t)) if F (x̂) = 0.
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3.11. De�nition. An equilibrium solution x̂ to an autonomous system of distributed
order Hilfer-Prabhakar system is called

a) stable if for every ε > 0, there exists a δ > 0 such that every solution x(t) hav-
ing initial conditions within distance δ >‖ x(t0)− x̂ ‖ of the equilibrium remains within
distance ε >‖ x(t)− x̂ ‖ for all t > t0.
b) asymptotically stable if it is stable and, in addition, there exists δ0 > 0 such that
whenever δ >‖ x(t0)− x̂ ‖, then x(t)→ x̂ as t→∞.

Equilibrium solutions in which solutions start near them move toward the equilibrium
solution are called asymptotically stable equilibrium points or asymptotically stable equi-
librium solutions.
Now we consider the distributed order Hilfer-Prabhakar autonomous system as

(3.10)

HP
do D

γ,µ,ν

ρ,ω,0+x(t) = F (x(t)), t > 0, γ, ω ∈ R, ρ > 0,

E
−γ(1−ν)

ρ,(1−ν)(1−µ),ω,0+x(t)|
t=0+

= gγρ,ω(µ, ν), 0 < µ < 1, 0 ≤ ν ≤ 1,

with the equilibrium point x̂ that is F (x̂) = 0. Let x(t) = x̂+ r(t); then

(3.11) HP
do D

γ,µ,ν

ρ,ω,0+x(t) =HP
do D

γ,µ,ν

ρ,ω,0+ x̂+HP
do D

γ,µ,ν

ρ,ω,0+r(t),

also

(3.12) F (x(t)) = F (x̂+ r(t)) = F (x̂) +Ar(t) +O(|r(t)|),

where A is the Jacobian matrix of F (x) at the equilibrium point x̂, so from (3.11), (3.12)
and by using HP

do D
γ,µ,ν

ρ,ω,0+ x̂ = F (x̂) = 0 we have

(3.13) HP
do D

γ,µ,ν

ρ,ω,0+r(t) = Ar(t) +O(|r(t)|),

so from (3.13) we have

(3.14) HP
do D

γ,µ,ν

ρ,ω,0+r(t) ' Ar(t),

with the initial value

(3.15) E
−γ(1−ν)

ρ,(1−ν)(1−µ),ω,0+r(t)|t=0+
= gγρ,ω(µ, ν)− x̂.

Therefore, if x(t) is close to x̂, the asymptotic stability of the system
HP
do D

γ,µ,ν

ρ,ω,0+r(t) = Ar(t) with the initial value 3.15 implies that system 3.10 is asymptoti-

cally stable at x̂.

3.12. Theorem. Let A be the Jacobian matrix of F (x) at the equilibrium point x̂ of
autonomous system 3.10, and x(t) be close to x̂; then the system 3.10 is asymptotically
stable at x̂ if any of the equivalent conditions in theorem 3.8 holds for Jacobian matrix
A.

Proof. From theorem 3.8 and above discussion, the proof of the theorem is obvious. �

4. Examples and Applications

Now, we illustrate three examples of the systems referred to in the previous section
and investigate their stability issues.

4.1. Example. Consider the distributed order Hilfer-Prabhakar system 3.1 with
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A =

(
−0.5 −1
0.5 −0.5

)
, under case 1 of remark 2.8 with ν0 = 1 and ω = 0 and ini-

tial condition x(0) =

(
0.1
−0.3

)
. Results of Inγρ,ω(A), for µ0 = 0.925, 0.825, and 0.725

are shown in table 1. From table one, we �nd that the system must be asymptotically
stable. From Remark 2.8 and according to [20], we can write the general solution of this
system as

x(t) = c1u1E(λ1t
µ0) + c2u2E(λ2t

µ0) ,

where c1, c2 are constants, and λ1, λ2 are eigenvalues, and u1, u2 are the corresponding
eigenvectors of A. Moreover, the asymptotically stability of this system can be seen in
�gure 1.

Table 1. Results of the distributed order Hilfer-Prabhakar inertia of
matrix A in example 3.9.

µ0 0.725 0.825 0.925

dHPeiv of A -0.8135±0.1031i -0.7405±0.3965i -0.6097±0.6008i

Inγρ,ω(A) (0,2,0) (0,2,0) (0,2,0)

4.2. Example. Consider the linearized form of the distributed order fractional WINDMI
system at the equilibrium point x̂ = (ln b, 0, 0) as

(4.1) C
doD

α
t x(t) = Ax(t),

where x(t) = (x1(t), x2(t), x3(t)) and A =

 0 1 0
0 0 1
−b −1 −a

 ; [41] studied the stability

analysis of this system. Now we consider the distributed order Hilfer-Prabhakar form of
system 4.1 as

(4.2)

HP
do D

γ,µ,ν

ρ,ω,0+x(t) = Ax(t), t > 0, γ, ω ∈ R, ρ > 0,

E
−γ(1−ν)

ρ,(1−ν)(1−µ),ω,0+x(t)|
t=0+

= gγρ,ω(µ, ν), 0 < µ < 1, 0 ≤ ν ≤ 1.

For b(µ, ν) = b(µ)δ(ν − 1), ω = 0, γ = 1 and gγρ,ω(µ, ν) = x̂, system 4.2 will be reduced
to system 4.1. Now, for analyzing system 4.2 we calculate the distributed order Hilfer-
Prabhakar inertia in di�erent cases. To simplify, we set a = 0 and b = 0 in case 1 and 2.

Case 1. Let b(µ, ν) = δ(µ − β)δ(ν − 1),(β > 0), ω = 0, γ = 1 and gγρ,ω(µ, ν) = x̂. In
this case, assumption 2 holds and assumption 3 implies that β > 0. Results of Inγρ,ω(A)
are shown in table 2. We see that the results in table 2 are compatible with results in [41].

Case 2. Let b(µ, ν) = δ(µ − β)δ(ν),(β > 0), ω = 0, γ = −1 and gγρ,ω(µ, ν) =

0+I1−β
t (x(t))|

t=0+
; these imply that

B1(s) = sβ , B2(s) = s1−βg−1
ρ,0(β, 0).

Therefore, assumption 2 holds and assumption 3 implies that β < 2. Results of calcula-
tion of Inγρ,ω(A) are shown in table three.

Case 3. Set b(µ, ν) = 2µδ(ν − 1), ω = 0, γ = 1 and gγρ,ω(µ, ν) = x̂. Results for a
and b are shown in table 4.
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Figure 1. Plot of x(t) in example 3.9 for di�erent µ0.

Table 2. Results of the distributed order Hilfer-Prabhakar inertia of
matrix A in example 4.2 case 1.

β 1 0.95 0.65 0.35 0.05

Inγρ,ω(A) (0,0,3) (0,2,1) (0,2,1) (0,0,1) (0,0,1)
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Figure 2. Plot of the integer-order Chen system (case 1) in example
4.3 with (a, b, c) = (35, 3, 28) in xy and xz plans.

Table 3. Results of the distributed order Hilfer-Prabhakar inertia of
matrix A in example 4.2 case 2.

β 1.95 1.65 1.35 1.05 1 0.95 0.65 0.35 0.05

Inγρ,ω(A) (2,2,1) (2,2,1) (2,0,1) (2,0,1) (0,0,3) (0,2,1) (0,2,1) (0,0,1) (0,0,1)

From theorem 3.8 and table 2 and 3, we found that the system 3.10 in cases 1 and
2 is not asymptotically stable. Also according to the theorem 3.8 and table 4 we found

Table 4. Results of the distributed order Hilfer-Prabhakar inertia of
matrix A in example 4.2 case 3.

a 0 0 1 1 1

b 0 1 1 0 0.001

Inγρ,ω(A) (0,1,0) (0,1,0) (0,1,0) (0,1,0) (0,1,0)

that the system 4.2 is asymptotically stable in case 3.

The Lorenz equations were published in 1963 by a meteorologist and mathematician
from MIT called Lorenz [42], which are notable for having chaotic solutions for certain
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parameter values and initial conditions. They were derived from a simpli�ed model of
convection of the earth's atmosphere. These equations also arise in studies of convection
and instability in planetary atmospheres, models of lasers and dynamos, and so forth.
In 1999, Chen and Ueta found another simple three-dimensional autonomous system [8],
which is not topologically equivalent to Lorenz's system and has a chaotic attractor[8].
As our last example, we will study the distributed order Hilfer-Prabhakar Chen system.

4.3. Example. The Chen system is a system of ordinary di�erential equations

(4.3)
x′(t) = a(y(t)− x(t)),

y′(t) = (c− a)x(t)− x(t)z(t) + cy(t),
z′(t) = x(t)y(t)− bz(t),
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Figure 3. Plot of the system 4.4 (case 2) in example 4.3 with (a, b, c) =
(25, 3, 28), µ0 = 0.9 and µ1 = 1.

where x, y, and z are the state variables and a, b, and c are three system parame-
ters. This system has three equilibrium points (0, 0, 0), (

√
c(b− 1),

√
c(b− 1), b− 1) and

(−
√
c(b− 1),−

√
c(b− 1), b− 1). The corresponding distributed order Hilfer-Prabhakar

of system 4.3 can be written as

(4.4)

HP
do D

γ,µ,ν

ρ,ω,0+x(t) = a(y(t)− x(t)),
HP
do D

γ,µ,ν

ρ,ω,0+y(t) = (c− a)x(t)− x(t)z(t) + cy(t),
HP
do D

γ,µ,ν

ρ,ω,0+z(t) = x(t)y(t)− bz(t),
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Figure 4. Plot of the system 4.4 (case 2) in example 4.3 with (a, b, c) =
(5, 3, 8) and µ0 = µ1 = 0.5.

with the initial condition explained in 3.10. The Jacobian matrix of system 4.4 at the

equilibrium point x̂ = (x̂0, ŷ0, ẑ0) is A =

 −a a 0
c− a− ẑ0 c −x̂0

ŷ0 x̂0 −b

 . According to the

theorem 3.12, system 4.4 is asymptotically stable if matrix A is stable with respect to
B1(s). To continue this example we will analyze this system in three di�erent cases with

initial condition (−10, 0, 37) at the equilibrium point (
√
c(b− 1),

√
c(b− 1), b− 1).

Table 5. Results of the distributed order Hilfer-Prabhakar inertia of
matrix A in example 4.3 case 3.

b(µ, ν) δ(µ)δ(ν − 1) δ(µ− 1)δ(ν) 2µδ(ν − 1) νsin(µ)

ω
ρ
γ

Inγρ,ω(A)

1 1
1 2
1 1

(3,0,0) (3,3,0)

1.5 1.5
1 2
1 0.5

(0,3,0) (0,3,0)

2 2
3 1.25
3 1.5

(11,16,0) (0,1,0)

2
1.5
2.5

(1,0,0)

Case 1. In case one of remark 2.8 with ν0 = 0, ω = 0, and µ0 = 1, system 4.4
reduces to system 4.3. In this case for system 4.4 with a = 35, b = 3, and c = 28, we
have Inγρ,ω(A) = In(A) = (2, 1, 0). The MATLAB simulations of this system are shown
in �gure 2. From �gure 2 we can see that the system is not asymptotically stable, and
so matrix A is not stable.

Case 2. Let b(µ, ν) = (δ(µ−µ0) + δ(µ−µ1))δ(ν−1), ω = 0, and γ = 1. For µ0 = 0.9
and µ1 = 1, the system 4.4 will be reduced to the distributed fractional order Lorenz
system with Caputo fractional derivative. In this case the numerical solution has been
derived in [8]. The numerical solution for a = 25, b = 3, and c = 28 are shown in �gure
3 and we have Inγρ,ω(A) = (14, 16, 0). Moreover, for µ0 = µ1 = 0.5 with a = 5, b = 3,
and c = 8, we have Inγρ,ω(A) = (0, 2, 0), so the system is asymptotically stable. Figure 4
shows this aspect of asymptotic stability.

Case 3. For analyzing the stability of the distributed order Hilfer-Prabhakar Lorenz
system, we compute the distributed order Hilfer-Prabhakar inertia of matrix A density
function b(µ, ν) that varies for parameters ω, ρ, and γ. The results are shown in table 5.
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5. Conclusion

In this article we discussed the stability analysis of a new class of fractional distributed
derivative system which is known as the distributed order Hilfer-Prabhakar derivative and
the following results were reached.
1. Generalization of Hilfer-prabhakar and then generalization of concepts such as eigen-
values and inertia for this particular class of fractional distributed derivative. The gen-
eralization has been reached in compliance with classical de�nitions of these concepts.
2. By using the concept of generalized inertia, we investigated the systems stability, and
its results are completely listed in theorems 3.3, 3.9 and 3.12; that is a generalization of
theorems described in [40].
The important point in this article is that without numerical solution or analytical so-
lution and only with the calculation of generalized inertia of a matrix, we were able to
evaluate the stability of such systems.
3. And �nally to demonstrate the accuracy of the stated claims, which theoretically have
been proven, an applicable example that is called Chen system with new derivative, has
been studied in this article. We demonstrated this example in three cases.
In case one, by choosing density function b(µ, ν) = δ(µ − β)δ(ν − 1) and setting ω = 0,
ν0 = 0, and µ0 = 1, the system converts to a system with integer order derivative. In this
case, the results of theorem 3.12 was consistent with the simulation results in MATLAB.
In the second case, by choosing b(µ, ν) = (δ(µ − µ0) + δ(µ − µ1))δ(ν − 1), ω = 0, and
γ = 1. For µ0 = 0.9 and µ1 = 1, the results of theorem 3.12 was the same with the
numerical results seen in [8].
But in the third case of this example, even though there is no numerical methods for
solving this problem, we were able to study the asymptotic stability debate with the help
of de�nition 3.6 and theorem 3.12.
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