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Oz

Amag: Yapilan calismada, banknot sahteciliginin tespiti amaciyla
yapay zeka temelli makine 6grenmesi modelleri (Lojistik Regresyon,
Rastgele Orman ve XGBoost) kullanilmig ve modeller
karsilastirilarak basarilari analiz edilmistir. UCI veri seti tizerinden
gergeklestirilen analizler, modellerin yiiksek dogruluk oranlarma
ulastigini ve sahte banknotlarin tespitinde etkili olduklarmi ortaya
koymustur.

Tasarim/Yontem: Calismada ii¢ farkli makine 6grenimi modeli
kullanilmistir. Yapilan analizlerde, gesitli veri 6n isleme teknikleri,
model egitim siirecleri, 6zellik ¢ikarimi yontemleri kullanilmisgtir

Bulgular: Sonuglar, makine O6grenmesi tabanli yaklasimlarin
banknot sahteciligi tespitinde geleneksel yontem ve modellere gore
daha etkin ¢oziimler sundugunu ve Ozellikle finansal sistemin
giivenligi agisindan uygulamaya yonelik giiglii potansiyel tasidigim
gostermektedir. Calisma, sadece finansal giivenligi degil; aym
zamanda iletisim ve medya alanlarinda dezenformasyonun
onlenmesi, basin etiginin korunmasi ve gorsel sahteciligin medya
ortamlarina  yansimasinin  anlagilmast  agisindan da  katki
sunmaktadir. Bu yoniiyle makale, yapay zekanin sadece teknik degil,
aynt zamanda toplumsal ve iletisimsel boyutlarim da igeren
disiplinlerarasi bir ¢ergeve onermektedir.

Smirhhiklar: Yapay zeka temelli makine Ogrenmesi modelleri
(Lojistik Regresyon, Rastgele Orman ve XGBoost) kullanilmustir.
Calisma, UCI’den alinmuis sabit bir veri setiyle sinirlidir.
Ozgiinliik/Deger: Bu caligma, farkli makine Ggrenmesi
tekniklerinin sahtecilik tespitindeki basarisini ortaya koyarak,
banknot dogrulama sistemlerine yonelik kapsamli bir karsilagtirma
sunmaktadir

Anahtar Kelimeler: Banknot Sahteciligi, Makine Ogrenmesi,
iletisim, Medya, Gorsel igerik Analizi.

Abstract

Purpose: This study employs artificial-intelligence-driven machine-
learning models—Logistic Regression, Random Forest, and
XGBoost—to detect banknote forgery and comparatively analyze
their performance. Analyses conducted on a UCI benchmark dataset
show that the models achieve high accuracy rates and prove
effective in identifying counterfeit banknotes.

Design/Methodology: Three distinct machine-learning models were
implemented. The analysis incorporated various data-preprocessing
techniques, feature-extraction methods, and systematic model-
training procedures.

Findings: The results indicate that machine-learning-based
approaches provide more effective solutions for banknote forgery
detection than traditional methods and models. Beyond enhancing
financial security, the study also contributes to preventing
disinformation in communication and media, safeguarding press
ethics, and understanding how visual forgery propagates in media
environments. Accordingly, the article offers an interdisciplinary
framework that encompasses not only the technical but also the
societal and communicative dimensions of artificial intelligence.

Limitations: The investigation is confined to three machine-learning
models—Logistic Regression, Random Forest, and XGBoost—and
relies on a fixed dataset obtained from the UCI repository.
Originality/Value: By revealing the effectiveness of different
machine-learning techniques in forgery detection, the study provides
a comprehensive comparison for banknote authentication systems,
highlighting their practical potential for financial security and related
interdisciplinary domains.

Keywords: Banknote  Counterfeiting, Machine
Communication, Media, Visual Content Analysis.
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1. GIRIS

Banknot sahteciligi, finansal giivenligi tehdit eden kritik bir sorundur. Geleneksel tespit
yontemleri, sinirli veri isleme kapasitesine sahipken, makine 6grenmesi yontemleri veri tabanl karar
destek sistemlerinde 6nemli ilerlemeler saglamstir (Yildiz vd., 2020). Bu baglamda ¢aligmanin temel
amaci, ¢esitli makine Ogrenmesi modellerinin banknot sahteciligi tespitindeki etkililigini
degerlendirmektir.

Banknotlarm yiizeylerinde ve dokularinda bulunan ¢iplak gozle goriilmesi pek miimkiin
olmayan ¢ok kiiciik detaylar (giivenlik ipleri, mikroyazilar, kabartmalar vs.), ¢ok kisa araliklarla farkl
frekansta varyasyonlar olusturmaktadir. Wavelet doniigiimil bu kiigiik, yerel farkliliklar1 yakalayarak
sahte ve gercek banknotlar arasindaki ayrinu istatistiksel olarak goriiniir kilar. Ozellikle varyans,
carpiklik ve egiklik gibi wavelet doniisiim sonrasi hesaplanan istatistikler bu tiir smniflandirma
islemlerinde giiclii ayirt edici dzniteliklerdir.

Gliniimiizde dijital medya ortamlarinda dolasima giren gorsel ve metinsel igeriklerin
dogrulugu, gazetecilik meslegi agisindan biiyiik bir onem arz etmektedir. Ozellikle sahte banknotlarin
yalnizca finansal sistem degil, medya temsilleri araciligiyla kamuoyu algis1 iizerinde de etkili oldugu
goriilmektedir. Bu baglamda, yapay zeka destekli makine 0grenmesi modelleri, sadece ekonomik
degil; aynm1 zamanda medya ve basin etigi ¢ergevesinde sahteciligin tespitine katki sunan stratejik
araclara dontismektedir.

Makine &grenmesi, bilgisayar sistemlerinin verilerden &grenme yetenegini ifade eden bir
yapay zeka alt alamdir ve oOzellikle son yillarda biiyiik veri kiimeleri iizerinde uygulamali
arastrmalarda yogun olarak kullanilmaktadir. Bu yontemler sayesinde biiyiikk ve karmasik veri
setlerinden anlamli bilgiler elde edilebilmekte, ayn1 zamanda gelecege yoOnelik tahminler yapilarak
karar alma siirecleri desteklenmektedir. Ozellikle tahmine dayah analitik (predictive analytics), veri
yogun sektorlerde stratejik planlama ve miisteri davranmiglarini anlamlandirmak igin temel bir arag
haline gelmistir. Makine 6grenmesi, son yillarda biiylik veri analitigi ve tahmine dayali modelleme
siireclerinde onemli bir ara¢ haline gelmistir. Ozellikle tiiketici davramslarmin anlasilmast,
Ongoriilerin gelistirilmesi ve stratejik karar destek sistemlerinin olusturulmasinda makine 6grenmesi
model ve algoritmalar1 etkin ve basarili sekilde kullanilmaktadir (Esidir, 2025a).

2. LITERATUR TARAMASI VE KAVRAMSAL CERCEVE

Kapsamli veri setlerinde gizli kalmis cok katmanli iligkilerin ve desenlerin ortaya
cikarilmasinda klasik istatistik yontemlerinin kisith kaldigi literatiirde vurgulanmaktadir (Speer,
2021). Bu smirhiligi agsmak iizere devreye giren makine 6grenimi modelleri, degisken evrenini genis
tutarak ve parametreler arast ¢oklu etkilesimleri hesaba katarak yiiksek dogruluk diizeyine sahip
kestirimler liretmektedir. Wu’nun (2023) bulgular1 da, s6z konusu algoritmalarin degiskenler arasinda
kurulan karmasik aglar1 biitiinciil bicimde analiz ederek geleneksel yaklasimlara oranla daha kapsayici
ve duyarli sonuglar verdigini ortaya koymaktadir.

Yapay zekd temelli sahtecilik tespitine iliskin literatiir, biiyilkk oranda finans ve gilivenlik
alanlarinda yogunlagmistir. Ancak son yillarda, iletisim ve medya arastirmalarinda da yapay zeka
modellerinin, dezenformasyonun 6nlenmesi, igerik dogrulama ve gorsel manipiilasyonlarin tespiti gibi
konularda kullanimi artmustir (Ornek: deepfake igeriklerin teshisi). Bu gelismeler, banknot gibi gorsel
nitelikli sahteciligin medya teknolojileriyle olan iligkisinin daha derinlikli bigimde ele alinmasini
zorunlu kilmaktadir.

Karabmar ve Can (2005) calismalarinda, isletmelerin para trafiginde sahte para ile
karsilagsmalar1 durumunda ortaya ¢ikan muhasebe ve vergi sorunlarini incelemiglerdir. Calismada,
sahte paranin muhasebe kayitlarma alinmasinda farkli muhasebe ¢ozlimleri Onerilmistir. Ayrica, sahte
paranin kanunen kabul edilmeyen gider sayilmasi nedeniyle, isletmelerin gercekte elde etmedikleri bir
gelir {izerinden vergi 6deme ylkiimliligi ile karsilastiklar1 vurgulanmistir. Yazarlar, mevcut vergi
mevzuatinda sahte paraya iligkin agik bir diizenlemenin bulunmadigini, bu durumun isletmelerin
magduriyetine neden oldugunu belirtmislerdir. Calismada ayrica, sahte paranin emniyet 6zellikleri ve
sahte paray1 ayirt etme yontemleri de ayrintili sekilde agiklanmusgtir.
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Yildiz ve arkadaslar1 (2020), Bosna-Hersek para birimi olan Konvertibl Mark banknotlarmin
sahtecilik tespiti i¢in derin 6grenme yontemlerini uygulamislardir. Calismada 189 gercek ve 173 sahte
banknottan olusan bir ham veri seti olusturulmus ve veri artirimi (data augmentation) ile veri seti
genisletilerek 3360 gercek ve 2412 sahte banknot elde edilmistir. Ince ayar (fine-tuning) yontemiyle
onceden egitilmis CNN modelleri ile sahte banknotlar tespit edilmistir. Elde edilen sonuglara gore,
VGG16 modeli %99,88 dogruluk orani ile en yiliksek performansi gostermistir. AlexNet %99,38 ve
GoogLeNet %97,36 dogruluk elde etmistir. Arastirma, veri artirimi uygulamalarinin model bagarimini
artirmadaki etkisini vurgulamakta ve derin 6grenme tabanli modellerin geleneksel sahte para tespit
tekniklerine kiyasla daha yiiksek dogruluk ve verimlilik sundugunu gostermektedir.

Pachon, Ballesteros ve Renza (2021) galismalarinda, sahte banknotlarin tespiti amaciyla derin
O0grenme tabanli yontemlerin performansini analiz etmislerdir. Calismada, Kolombiya Peso’suna ait
gercek ve sahte banknotlardan olugan bir veri seti kullanilmistir. Transfer 6grenme (transfer learning)
ve CNN mimarisi ile analizler yapilmistir. Transfer 6grenme yaklagiminda AlexNet, SqueezeNet,
ResNet18 ve InceptionV3 mimarileri degerlendirilmistir. Sonuglar, ResNet18 mimarisinin en yiiksek
dogruluk (%100) oranina ulagtigini; ancak onerilen 6zel modelin CPU ve GPU iizerinde dnemli 6lgiide
daha hizli ¢ikarim (inference) siireleri sagladigimi gostermistir. Caligma, sahte banknot tamima
literatiiriine yontemsel ¢esitlilik ve de diisiik maliyetli ¢ozlimler iiretme agisindan katki sunmaktadir.

Cilburunoglu’nun (2023) c¢alismasi, kredi karti sahtekarligini saptamak amaciyla makine
ogrenimine dayali ¢oklu modelleri karsilastirmali olarak incelemektedir. Arastirmada Random Forest,
Yapay Sinir Aglar1 (YSA), Destek Vektor Makineleri (DVM), Lojistik Regresyon ile Karar Agaci
algoritmalar1 uygulanmis ve bunlarin performanslar1 degerlendirilmistir. Bulgular, her algoritmanin
kendine 6zgii 6grenme mekanizmalart nedeniyle ¢iktilarinda farklilik gdsterebildigini, ancak biitiin
modellerin hesaplanan dogruluk degerleri ile diger performans gostergelerinin genel olarak yiliksek
diizeylerde seyrettigini ortaya koymaktadir.

Altan ve Zafer (2024) calismalarinda, kredi kart1 sahteciliginin tespitinde denetimli makine
O0grenmesi modellerini analiz etmislerdir. Caligmada, Ocak 2023 donemine ait bir kamu bankasinin
13.050 adet kredi kart1 isleminin ger¢ek verileri kullanilmistir. Python programlama dili ile Random
Forest, Logistic Regression, K-En Yakin Komsu, Karar Agaglar1 ve Gradient Boosting modelleri ile
analizler yapilmistir. Modellerin performanslart dogruluk, precision, recall, F1 skoru ve ROC-AUC
metrikleriyle degerlendirilmistir. En yiiksek dogruluk oranmi %93,1 ile Karar Agaclar1 modelinde elde
edilmistir. Gergek ve giincel veriler ile gerceklestirilen ¢alismada, bankalarin kredi kart1 sahteciligi
tespitinde operasyonel ve maliyet yikiini azaltabilecek etkili makine Ogrenmesi ¢6ziimleri
sunulmustur. Gergek veriler kullanilarak modeller gelistirilmistir.

Woldehana ve arkadaglar1 (2025) calismalarinda, sahte ve gergek Etiyopya banknotlarinin
simiflandirilmasi i¢in agiklanabilir yapay zeka destekli derin 6grenme tabanli bir yontem 6nermislerdir.
Calismada, 4000 adet banknot goriintiisiinden olusan bir veri seti olusturulmustur. Egitim ve test i¢in
veri seti %80 ve %20 oraninda bolinmiistiir. DenseNet121 modeli %99,87 dogruluk oram ile en
yiiksek basartyr gostermistir. Calismada SHAP (Shapley Additive Explanations) ve TF-EXPLAIN
aciklanabilir yapay zeka teknikleri kullanilarak modelin karar mekanizmalar1 analiz edilmistir.
Banknotlardaki su isaretleri ve merkez bolgelerin siniflandirmada belirleyici oldugu tespit edilmistir.
Gelistirilen mobil uygulama ile kullanicilar ¢evrimdigi ortamda banknot dogrulamas1 yapabilmektedir.

3. METODOLOJi LITERATUR TARAMASI

Arastirmada ii¢ ayr1 makine 6grenmesi teknigi ele alinmigtir. Analitik siirecte kapsamli veri
Onigleme prosediirleri, model egitimi stratejileri ve 6zellik mithendisligi yaklagimlar1 uygulanmustir.
Biiyiik veri ekosisteminin ¢esitliligi, liretim hizi ve hacmi, metodolojik bakimdan 6nemli giicliikler
dogurmaktadir (Esidir, 2025a). Makine Ogrenmesi, veri temelli problemlere uygun algoritmalar
araciligryla modeller kurmay1 hedefleyen hesaplamali bir disiplindir. Bu alan, veriden 6grenerek elde
ettigi bilgiyi ongoriide bulunmak ve karar siireglerini desteklemek iizere kullanan yapay zeka alt dali
olarak konumlanmaktadir. Hangi makine 6grenmesi algoritmasinin tercih edilecegi, verinin nitelikleri
ve ele alinan sorunsalin karmasiklik diizeyi tarafindan belirlenmektedir.

Bu calismada, banknotlarin sahte mi gercek mi oldugunun belirlenmesi amaciyla UCI
Machine Learning Repository iizerinden temin edilen Banknote Authentication veri seti kullanilmigtir.
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Veri seti, wavelet doniisiimii ile ¢ikarilan dort adet 6znitelik (varyans, ¢arpiklik, egiklik ve entropi) ile
her bir banknotun ger¢cek veya sahte oldugunu gosteren ikili bir smif etiketinden olugmaktadir.
Oncelikle, veri seti iizerinde temel betimleyici istatistikler hesaplanmstir. Wavelet ddniisiimii
(Tirkgede "Dalgagik Doniisiimii" olarak da adlandirilir), bir sinyalin veya verinin farkli zaman ve
frekans Ol¢eklerinde analiz edilmesini saglayan matematiksel bir tekniktir.

3.1. Yazzhm ve Donamim Altyapisi

Veri analizi ve modelleme siirecleri Python 3.12.7 programlama dili kullanilarak
gergeklestirilmistir. Caligma siiresince NumPy, Pandas, Scikit-learn, TensorFlow ve Keras gibi yaygin
veri bilimi kiitiiphaneleri kullamilmistir. Kodlama ve gorsellestirme islemleri, Jupyter Notebook 7.2.2
platformu tlizerinde yiiriitilmistir. Jupyter Notebook; kod yazma, veri gorsellestirme ve analiz
siireglerinin entegre bir ortamda sunulmasini saglamaktadir. Kullanilan sistemde Windows 11 Pro
isletim sistemi ve 16 GB RAM'e sahip Intel Core i7 iglemcili bir donanim tercih edilmistir. Bilgisayar
sistemi, veri setinin hizli ve verimli bigimde islenebilmesine olanak tanimustir.

3.2. Veri Seti ve On Islemler

Veri setinin yiiklenmesi ve 6n islenmesi, analizin ilk adimidir. Calismada, banknotlarin sahte
mi gergek mi oldugunun belirlenmesi amaciyla UCI Machine Learning Repository iizerinden temin
edilen Banknote Authentication veri seti kullanilmistir. Kullanilan veri seti, Varyans, Simetri, Egrilik
ve Entropi 6zelliklerinden olusmaktadir. Oznitelikler StandardScaler ile dlgeklendirilerek model
egitimine hazir hale getirilmistir. Veri dagilimi analiz edilmis ve smiflar arasinda anlamli ayrimlar
oldugu gozlemlenmistir. Veri setinde toplamda 761 adet Gergek (0) ve 610 adet Sahte (1) banknot
bulunmaktadir. Dolayisiyla veri setinin dengeli dagilim gosterdigi soylenebilir. Egitim siirecinde
herhangi bir sinif dengesi diizeltme yontemine ihtiya¢ duyulmamustir. Veri setinde 0 gergek ve 1 sahte
olmak iizere iki sinif bulunmaktadir.

Tablo 1: Veri Setinden Alian Ornek Kayitlar

Varyans (Variance)  Carpikhik (Skewness)  Basiklik (Curtosis) Entropi (Entropy)  Simif (Class)

-0,24745 1,9368 -2,4697 -0,80518 1
4,4549 2,4976 1,0313 0,96894 0
-0,52645 -0,24832 -0,45613 0,41938 1
-0,39816 5,9781 1,3912 -1,1621 0
-2,588 3,8654 -0,3336 -1,2797 1
3,82 10,9279 -4,0112 -5,0284 0
0,11806 0,39108 -0,98223 0,42843 1
3,9922 -4,4676 3,7304 -0,1095 0
2,0051 -6,8638 8,132 -0,2401 0
0,63655 5,2022 -5,2159 -6,1211 1

Tablo 1'de, veri setinden secilmis 5 gercek ve de 5 sahte banknota ait 6rnek kayitlar
gosterilmistir. Her gozlemin varyans, carpiklik, basiklik ve entropi degerleri sunulmustur.

3. ARASTIRMANIN YONTEMI

Bu calisma, medya ekonomisi ve isletmeciligi alanindaki akademik iiretimin dinamik yapisini,
kuramsal temellerini ve yontemsel egilimlerini bibliyometrik analiz yontemiyle sistematik olarak
degerlendirmeyi amaglamaktadir. Arastirma, uluslararas1 akademik yayinlar1 kapsayan genis bir evren
tizerinde detayl bir literatiir taramasi ger¢eklestirilmesi ve elde edilen verilerin VOSviewer gibi metin
madenciligi uygulamalariyla gorsellestirilmesine dayanmaktadir.
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Sekil 1: Veri Setindeki Gergek ve Sahte Banknotlarm Dagilimi

Simif Dagilimi (Gercek vs Sahte Banknotlar)

700 -
600
500 -
400 |

Adet

300 -
200

100 |

o z B
Sinif (O=Gercek, 1=Sahte)

Sekil 1’de goriildiigii lizere veri setindeki gercek ve sahte banknotlarin sayilari birbirlerine
yakindir dolayisi ile veri setinin dengeli bir sekilde dagildigini sdylemek miimkiindiir. Modelleme
siirecinde sinif dengesizligi kaynakli sapmalar daha az olacaktir. Veri setinde toplamda 761 adet
Gergek (0) ve 610 adet Sahe (1) banknot bulunmaktadir.

3.3. Veri On isleme

Veri 6n isleme, bir veri kiimesini analiz ile model kurulumuna elverigli hale getirme
safhasidir. Bu kademede yiiriitiilen adimlar, gelistirilecek modellerin hem dogrulugunu hem de genel
performansin1 dogrudan sekillendirir (Esidir, 2025a). Calismada, Onisleme sirasinda ilk olarak
kategorik nitelikler sayisal gostergelere doniistiiriilmiis, ardindan veri kiimesi %80 egitim ve %20
sinama alt kiimesine ayrilmistir. Sayisal oznitelikler Standart Olgekleyici yontemiyle yeniden
Olgceklendirilerek homojen bir dagilim elde edilmistir. Boyle bir 6l¢ekleme uygulamasi, 6grenme
stirecini hizlandirmakta ve degiskenler arasindaki Kkargilastirilabilirligi giiglendirmektedir; zira
birbirinden farkli olgeklerdeki Ozniteliklerin dogrudan modele sokulmasi, katsayr Ogreniminde
dengesizliklere yol agabilir. Olgegi esitleyen bu miidahale, algoritmamn oriintiileri daha verimli
bi¢imde irdelemesine imkan tanimaktadir.

3.4. Modellerin Performans Degerlendirme Kriterleri

Makine 6grenmesi modellerinin performanslarini nesnel bicimde degerlendirebilmek amaciyla
cesitli metrikler ve analiz yontemleri kullanilmaktadir. Bu ¢alismada model performanslari; Kesinlik
(Precision), Duyarlilik (Recall), F1 Skoru ve Dogruluk (Accuracy) olmak iizere dort temel metrik
iizerinden analiz edilmigtir. S6z konusu metrikler, farkli senaryolarda modelin giiglii ve zayif
yonlerinin belirlenmesi acisindan kritik onem tagimaktadir. Kesinlik, modelin pozitif sinif
tahminlerinde ne ol¢iide isabetli oldugunu; Duyarlilik ise gercek pozitif 6rnekleri ne 6lglide dogru
tanidigin1 gostermektedir (Esidir, 2025b). F1 Skoru, kesinlik ve duyarlilik arasinda denge kurarak
smiflandirma basarisini tek bir 6l¢ii altinda 6zetlerken; Dogruluk, modelin genel basar1 diizeyini ifade
etmektedir. Bu metrikler, ozellikle dengesiz veri setlerinde modelin smiflandirma performansini
biitiinciil bir sekilde degerlendirmek i¢in kullanilmaktadir.

4. ARASTIRMANIN ANALIZi VE BULGULARI
4.1. Gorsel istatistiksel Analiz ve Sonuglar

Bu boéliimde, gorsel betimleyici analizler sunularak, temel istatistiksel egilimlerin
anlagilmasina katki saglanmistir. Amag, veri setinde yer alan Ozniteliklerin genel dagilimmi ve
birbirleriyle olan iligkilerini gorsellestirerek, makine 6grenmesi modelleri 6ncesi veri yapisina dair
sezgisel ¢ikarimlarda bulunmaktir.
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Sekil 2: Degiskenler Arasindaki Korelasyon Matrisi

Degiskenler Arasindaki Korelasyon Matrisi
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Sekil 2’deki Korelasyon matrisi, degiskenler arasindaki dogrusal iligki diizeylerini
gostermektedir. Korelasyon matrisi incelendiginde, giris degiskenleri arasinda gii¢lii dogrusal iligkiler
bulunmamaktadir; her bir degisken sahteciligi farkli bir yoniiyle yakalamaya yonelik bagimsiz bilgiler
sunmaktadir.

Sekil 3: Veri Setindeki Degiskenlerin Dagilimi
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Sekil 3’te veri setindeki degiskenlerin dagilimi gosterilmistir. Degiskenlerin dagilin
incelendiginde, bazi degiskenlerde asimetri ve u¢ deger etkileri gozlemlenmistir. Bu durum
smiflandirma modellerinin basarisini etkileyebilir.
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Sekil 4: PCA Ile iki Boyutlu Gérsellestirme

PCA ile iki Boyutlu Gorsellestirme
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Sekil 4’te PCA sonuglarina gére, banknotlarin sinif ayrimi makul diizeyde temsil edilmektedir.
Ozellikle sahte banknotlar belirli bir kiimelenme egilimi gostermektedir. Toplam varyansin biiyiik
boliimiiniin yakalandigi ve sahte banknotlarin bu diizlemde kiimelendigi goriilmektedir. Bu da, orijinal
dort boyutlu 6zellik uzaymda smiflarmn ayrilabilir olduguna isaret etmektedir.

5. MAKINE OGRENMESI MODELLERI

Makine 6grenmesi, bilgisayar sistemlerinin veri analizi yoluyla 6grenmesini ve bu siiregte elde
edilen bilgiler dogrultusunda tahmin yapabilme yetisi kazanmasini amaglayan bir bilim dalidir. C6ziim
siireglerinde istatistiksel ve matematiksel modeller kullamilarak veri kiimesinin yapisina ve problem
tiirline uygun algoritmalar se¢ilmektedir (Esidir, 2025¢).

5.1. Lojistik Regresyon

Lojistik regresyon, bagimli degiskenin kategorik oldugu durumlarda basvurulan istatistik
temelli bir siniflandirma yontemidir. Iki siifli problemlerde yaygi bigimde kullanilan bu yaklagim,
gozlemlerin belirli bir kategoriye ait olma olasiligini hesaplar. Yontem, dogrusal regresyonla elde
edilen birlesik skoru lojistik (sigmoid) doniisiimden gegirerek ¢iktilar: [0,1] araliginda sinirlandirir ve
boylelikle ikili siniflandirmay1 miimkiin kilar (Aslan, 2025).

5.2. Rastgele Orman (Random Forest)

Rastgele Orman (Random Forest), topluluk Ogrenmesi (ensemble learning) yaklasimina
dayanan ve siniflandirma ile regresyon problemlerinde yaygin olarak kullanilan gii¢lii bir makine
Ogrenmesi modelidir. Model, farkli alt 6rneklem kiimeleri iizerinden olusturulan ¢ok sayida karar
agacindan olusmakta ve nihai karar, bu agaglarin oylama yontemiyle alinmaktadir. Bu yap1 sayesinde,
tek bir karar agacinda olusabilecek asir1 6grenme (overfitting) problemi azaltilarak modelin genelleme
yetisi artirilmaktadir.

Smiflandirma ve regresyon problemlerinde yaygin olarak kullanilmakta olup, birden fazla
karar agacii bir araya getirerek her bir agacin bireysel zayifliklarin1 dengelemekte ve daha kararli,
giiclii ve genellestirilebilir bir model olusturmaktadir. Bu algoritma, bootstrap 6érnekleme yontemiyle
egitim veri setinden bir¢ok alt drneklem (subsample) olusturur. Her bir bootstrap 6rnegi, orijinal veri
kiimesinden rastgele segilen drnekleri igermekte olup, bu 6rnekler kullanilarak bagimsiz karar agaclari
inga edilir. Bu siirecte, her karar agaci veri setinin farkli bir alt kiimesi {izerinde egitilir. Ayrica, her
diigimdeki bolinme islemi tiim O&zellikler yerine rastgele segilen bir alt kiime iizerinden
gergeklestirilir. Bu yontem, modelin varyansini diisiirerek asir1 6grenmeyi (overfitting) 6nlemekte ve
farkli karar agaclar1 arasindaki korelasyonu azaltarak modelin genelleme performansini artirmaktadir.
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Smiflandirma problemlerinde, nihai tahmin genellikle oylama (majority voting) yOntemiyle
belirlenmektedir (Oguine vd., 2021).

5.3. XGBoost (Extreme Gradient Boosting)

XGBoost, gradyan artirma (gradient boosting) algoritmasmin optimize edilmis ve genis veri
setlerinde yiiksek dogruluk saglayan bir versiyonudur. Model, art arda olusturulan zayif 6greniciler
(genellikle karar agaclari) ile 6nceki tahmin hatalarini azaltmayi hedefler. Her iterasyonda model, bir
onceki Ogrenicinin hatalarmma odaklanarak 6grenme siirecini iyilestirir ve bu sayede giiglii bir
siiflandirict elde edilir.

XGBoost, hem smiflandirma hem de regresyon gorevlerinde yaygin olarak tercih edilen, son
derece hizli calisip yiliksek dogruluk diizeyleri sunmasi nedeniyle veri bilimi yarigmalar ile biiyiik
Olgekli uygulamalarda 6ne ¢ikan bir yontemdir. Son yillarda makine O6grenmesi literatiiriinde en
basarili ve en sik basvurulan modeller arasinda yer alan bu algoritma; spam e-posta saptama, reklam
eslestirme, sahtekarlik belirleme ve anomali izleme gibi pek ¢ok problem alaninda etkili ¢iktilar
tiretmektedir (Chen ve Guestrin, 2016). XGBoost’un sagladigi hassas kestirimler ve alternatif makine
O0grenmesi yaklasimlarina kiyasla sundugu hesaplama avantajlari, 6zellikle hacimli veri kiimeleri ve
karmasik problem yapilar1 s6z konusu oldugunda modelin popiilaritesini artirmistir (Abar, 2020).

XGBoost, artan gradyan yontemini temel alan bir topluluk 6grenmesi modelidir; bu yaklagim,
secgilen kayip fonksiyonunu minimize etmek amaciyla zayif Ggrenicileri ardisik bigimde kiimiile
ederek Ongorii isabetini yiikseltir (Chen ve Guestrin, 2016). Yiiksek Ol¢eklenebilirlik ve parametrik
esneklik ozellikleri, yontemin gradyan artirma kiitiiphaneleri i¢inde hizla 6ne ¢ikmasim saglamig ve
onu yaygin bicimde kullanilan bir topluluk stratejisi haline getirmistir (Aslan, 2025). Torbalama ile
istifleme gibi yaygin topluluk yaklagimlarimin yaninda, boosting kategorisinde konumlanan bu model,
ardisik yapi sayesinde tahmin hatalarmi sistematik bigimde azaltir (Wang vd., 2020). “Extreme
Gradient Boosting” ifadesinin kisaltmasi olan XGBoost, ¢ok sayida diisiik kapasiteli Ggreniciyi
asamali olarak birlestirip yiiksek performansli tahminleyicilere doniistiirmeyi hedefler (Liang vd.,
2020).

6. MAKINE OGRENMESI MODELLERININ PERFORMANSLARI

Makine 6grenmesi yaklasimlari, klasik modellere gore daha genis bir degisken cesitliligini
kapsamli bi¢imde inceleyebilmekte ve cok boyutlu iliskileri basariyla modelleyebilme olanagi
sunmaktadir. Ug farkli makine 6grenmesi modeli kullamlarak elde edilen tahmin performanslari
karsilastirmali olarak analiz edilmistir. Makine 6grenmesi modellerinin banknot dogrulama verisindeki
performanslaria iliskin bulgular detayli bigimde degerlendirilmektedir. Elde edilen metrikler,
modellerin siniflandirma basarilarin1  karsilastirmali olarak analiz etmeye olanak saglamistir.
Modellerin performans metrikleri Tablo 2’de gortilmektedir.

Tablo 2: Makine Ogrenmesi Modellerinin Performans Metrikleri

Model Dogruluk F1 Skoru Hassasiyet Duyarhlik
Lojistik Regresyon 0,993 0,992 0,984 1
Rastgele Orman 0,996 0,996 0,992 1
XGBoost 0,996 0,996 0,992 1

Tablo 2'de sunulan sonuglar, banknot dogrulama probleminde kullamilan ii¢ farkli makine
ogrenmesi modelinin oldukea yiiksek basar1 diizeylerine ulagtigini géstermektedir. Lojistik Regresyon
modeli %99,3 dogruluk ve %99,2 F1 skoru ile giiclii bir performans sergilerken, Rastgele Orman ve
XGBoost modelleri %99,6 dogruluk ve %99,6 F1 skoru ile bu basariy1 bir adim 6teye tasimustir. Tim
modellerin duyarlilik oranlarmin 1,00 olmasi, modellerin tiim gercek &rnekleri dogru bir sekilde
smiflandirdigimi ve higbir gercek pozitif ornegi kacumadigmi ortaya koymaktadir. Hassasiyet
degerleri ise %98,4 ile %99,2 arasinda degismis, bu da modellerin yanlis pozitif oranlarinin oldukca
diistik oldugunu gdstermistir.

Karsilagtirmali sonuglar incelendiginde, Rastgele Orman ve XGBoost modelleri, dogruluk, F1
skoru ve hassasiyet bakimimdan Lojistik Regresyon modeline kiyasla daha {istliin bir performans
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sergilemistir. Bu durum, 6zellikle hata toleransinin diisiik oldugu sahtecilik tespiti gibi uygulamalarda
bu iki modelin tercih edilmesi gerektigine isaret etmektedir. Genel olarak tiim modeller, veri setindeki
smiflar arasinda ayrim yapmada son derece basarili olmus, diisiik varyansla yiiksek dogruluk saglamig
ve endiistriyel olgekte giivenle kullanilabilecek bir smiflandirma basarisi sunmustur.

7. SONUC VE ONERILER

Yapilan ¢alisma, banknot sahteciligi tespitinde makine 6grenmesi modellerinin etkinligini
ortaya koymus ve istatistiksel acidan saglam performanslar elde edildigini gostermistir. Calismada,
banknotlarin sahte mi gergek mi oldugunun belirlenmesine yonelik olarak wavelet doniisimiiyle elde
edilen varyans, carpiklik, egiklik ve entropi degiskenleri {iizerinden istatistiksel analizler
gerceklestirilmistir. Bulgular, tim degiskenlerde gergek ve sahte banknotlar arasinda istatistiksel
olarak anlaml farkliliklar bulundugunu gostermistir (p<0.05).

Ozellikle varyans ve entropi degiskenlerinde gdzlenen anlamli farkliliklar, sahte banknot
yiizeylerindeki diizensizliklerin ve dalgalanmalarin, ger¢cek banknotlara kiyasla daha belirgin oldugunu
ortaya koymustur. Bu durum, wavelet tabanli 6zellik ¢ikariminin sahteciligi tespit etmede etkin bir
yontem oldugunu desteklemektedir. Carpiklik ve egiklik degiskenlerinde elde edilen bulgular ise,
sahte banknotlarda yiizey dokularinin daha asimetrik ve u¢ degerlere sahip oldugunu goéstermistir. Bu
bulgular, sahte banknot iiretim siireglerindeki yapisal diizensizliklerin veri temelli analizlerle ortaya
konulabilecegini gostermektedir.

Gelecekte yapilacak caligmalar, banknot sahteciligi gibi fiziksel manipiilasyonlarin medya
ortamlarinda dijital dezenformasyonla birlikte ele alinmasini saglayarak daha biitiinciil yaklagimlar
gelistirebilir. Iletisim ve gazetecilik disiplinlerinin katkisiyla, yapay zeka modelleri yalnizca sahteciligi
tespit etmekle kalmayip, ayni zamanda bu tiir olaylarin kamuoyuna nasil yansidigina dair analizler igin
de kullanilabilir.

Calisma, UCI’den alinmig sabit bir veri setiyle sinirhidir; gergek hayatta karsilasilabilecek
farkli aginma seviyeleri veya baski hatalar1 gibi faktorler bu veride temsil edilmemektedir. Gergek
hayat kosullarinda asmmus, yipranmis veya 6zel kosullarda basilmis banknotlar gibi daha gesitli veri
tirleriyle ¢alisilmasi gerekmektedir. Ayrica veri setinin basit yapist nedeniyle, analizlerde kullanilan
makine O6grenmesi modellerinin ayristirma giicli tam olarak smanamamis olabilir. Elde edilen
sonuclar, bankacilik sektoriinde otomatik sahte para tarama sistemlerinin gelistirilmesinde
kullanilabilir.

Bu calisma, farkli makine 6grenmesi tekniklerinin sahtecilik tespitindeki basarisini ortaya
koyarak, banknot dogrulama sistemlerine yonelik kapsamli bir karsilastirma sunmaktadir. Gelecekte
yapilacak benzer calismalarda, farkli para birimleri ve daha biiylik ¢aptaki veri setleriyle modeller
smanarak testler gergeklestirilebilir. Ek olarak, derin 6grenme veya goriintii isleme teknikleri ile
sahtecilik tespitinde insan goziiniin yakalamasinin miimkiin olmadig1 detaylar tespit edilebilir.

Etik Beyan: Bu ¢alismada “Etik Kurul” izini alinmaswmni gerektiren bir yontem kullanilmamistur.
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