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Abstract 
 

In this study, a new method has been developed on noise removal, one of the most important parts in image processing. In particular, 
a new noise removal filter has been developed to removes noise from images the mix of µ and σ values. In this method, a new 
approach is proposed to remove noise when μ value increases while σ value is constant. The filter has particularly proven to be 
more successful on all of µ values. PSNR have been used to compare the results of the study. The newly developed method has 
been compared with the median, wiener2, Bayesian shrink, bilateral, median+bilateral, BM3D, KSVD methods. For example, when 
µ-0.10 and σ-0.01 added to Lena image, other algorithms’ PSNR results are 19.23-19.35, 18.90, 18.73, 19.60, 19.81, 19.70 while 
they are 27.06 in our new method. 
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1. INTRODUCTION 

While digital imaging technology plays a major role in areas such as satellite televisions, resonance imaging, and computed 
tomography as well as in application areas such as geographic information systems and astronomy. Image denoising is vital in 
image processing and machine vision, and  in time it continues to gain importance Rafsanjani vd., (2017). Generally, the data 
accumulating in the image sensors is contaminated by noise during the image acquisition and digital transmission stage Sakthidasan 
vd., (2016), Chen vd., (2014), Garnett vd., (2005). In other words, noise occurs in these images during digital image acquisition 
and transfer processes (Zhang & Wang, 2015). 

Images are contaminated mostly with Gaussian noise during digital image acquisition processes. One of the most important stages 
of image enhancement is to remove the noise from the image. However, what is more important in image processing is to be able 
to conserve the features of the original image while removing the noise Garnett vd., (2005), Montagner vd., (2014), Liu vd., (2008), 
Khana vd., (2016). One of the most well-known noise removal methods is algorithms based on Partial Differential Equations, 
neighbourhood filters and the noise detection Bouboulis vd., (2010), Khmag vd., (2016). Different filters are also developed 
according to the type of noise. The filters based on predicting the noise density are quite popular, yet they have still a major setback; 
these filters cannot remove noise from images in real-time applications (Liu & Lin, 2013). 

Gaussian and impulse noise are two of the most studied noise-types. As for impulse noise, pixels contaminated with noise are 
converted to a maximum or a minimum value of signal (Lopez-Rubio, 2010), (Erkan & Kilicman, 2016). As for Gaussian noise, 
each pixel is increased or decreased in a certain amount, and Gaussian Distribution Model having a zero mean feature simulates 
this type of noise very well Jaiswal vd., (2014). Gaussian noise is added to images using imnoise function in matlab software. With 
imnoise function, data randomly generated with Gaussian distribution is added to the image Xiao vd., (2011). 

One of the most popular and effective methods for removing noise from images is standard median filter (SMF). In this filter, 
pixels are sorted in ascending order, and then the median pixel value becomes the new pixel value. This filter does not preserve 
original pixel values; however, it gives good results, but SMF creates a blurred effect on image Xiao vd., (2011),  Huang vd., 
(2009). 

One of the effective ways to remove the Gaussian noise is the wiener filter, a function of matlab. Wiener filter is a linear filter that 
reduces the amount of noise and image blur, and minimizes the mean square error. However, a disadvantage of the method is that 
it requires prior information about the original image, which does not exist in any real-time application. It also does not allow 
exchanges between dense and flat areas. Therefore it is not suitable for images with a high volume of blurred area Vijaykumar vd., 
(2010). 

Bilateral filtering determines the new pixel value, based on any given pixel space and range value, which helps conserve edge and 
pixel properties.  Bilateral filtering is local, nonlinear, non-iterative method that uses the information of gray level photometric 
similarity and neighbouring pixels’ geometric closeness (Tomasi & Manduchi, 1998), (Kumar, 2013). Main objective with bilateral 
filter is to extract edge properties and obtain a smoother area. The bilateral filter that is a nonlinear filter removes the Gaussian 
noise, retaining the sharpness of the edges. New pixel value is found by replacing weight averages of neighbouring pixels. Weight 
function, while retaining the edge properties, creates new pixel value based on smoothness in the regions of similar density of 
central pixel and neighbouring pixels Garnett vd., (2005). 

Sparse 3D transform-domain collaborative filtering (BM3D) to remove the Gaussian noise is a method generating good results. 
BM3D is a three-stage process as follows; block-matching and grouping, collaborative filtering, aggregation and estimation. First, 
grouping is performed by block-matching, and the collaborative filtering is accomplished by shrinkage in a 3D transform domain.  
Finally, in aggregation and estimation, new pixel value is found with a locally obtained prediction based on weight average, 
considering all the data so far obtained Montagner vd., (2014), Dabov vd., (2007), (Chong & Zhu, 2013), Chang vd., (2000). 

Bayesian Shrink is a method that eliminates square error by minimizing Bayesian risk thus removing image noise Chang vd., 
(2000). This method is rather successful in removing noise from medical and natural images Khmag vd., (2016).  

KSVD is the generalized form of K-means clustering process.  KSVD, an iterative method, updates the image data with dictionary 
atoms to better fit and then updates the dictionary itself. To remove the noise, this method uses representation in terms of the 
dictionary in image denoising Aharon vd., (2006), Golestani vd., (2014). KSVD through learning the dictionary removes additive 
white Gaussian noise image from gray scale images. Sparse representation models offer another powerful method to analyse 
images based on the sparsity and redundancy of their representations. This type of models, using training dictionary for each small 
block, makes assumptions related with existing sparse linear combination. This linear combination is created through KSVD 
algorithm’s extracting training algorithm from noise images Liu vd., (2013).  

In this paper, we have developed a new method to remove the Gaussian noise from images. In removing the noise, this new method 
has been applied to images to which both μ and σ values are added with imnoise function. In this new method, windowing and 
neighbourhood noise removal methods are used. New pixel value is decided by looking at standard deviation and the mean of 
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pixels that are grouped horizontally and vertically after windowing. Different noise density with an input parameter (k) is intended 
to produce new values. 

2. PROPOSED ALGORITHM 

To remove noises, a new method has been developed in which the µ value increases while the σ value is constant at the Gaussian 
noise.  Constant number (k), an external parameter, is used to estimate noise density while μ value is increase. To remove the 
noise, square windowing is done. Firstly, two new matrices are created from the pixels entering the window. The first matrix is 
formed by the horizontal and vertical neighbors of the center pixel. The second matrix is the window itself. The mean and standard 
deviation values of the two newly created matrices are be calculated. Then, if the noisy pixel value in the center of the window is 
within or outside the range provided in the 4th step, two new equations are used to find the new pixel value (shown in Step 4 
below). New pixel value is calculated the using the mean and standard deviation values of 2 matrices. 

Fig. 1 shows the flowchart of the new method. Two matrixes are formed according to the window size given as a parameter (for 
example; window size 3x3). A new matrix is formed with pixels used for matrix 1 and matrix 2 in Fig. 2.  

 
Figure 1. New Method Flowchart 

 

Nestled in flowchart; 

eV , processing incoming pixels 

_new valueV , new pixel value after processing 

1µ , 2µ , 1σ , 2σ  will be described in the algorithm steps. 
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At later stages, the implementation steps of the algorithm steps are explained. The window size was 3x3 and the equations were 

created accordingly.  

Step 1. 

Form Matrix 1 and Matrix 2 from 3x3 windowing 

 
Figure 2. Matrix 1 and Matrix 2 formation 

 

Step 2. 

If we use µ1 and µ2 for average, µ1 for Matrix 1, µ2 for Matrix 2 
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Step 4. 

If we show the pixel value processed with eV  and the new pixel value with yV , 
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1 1  & e eif V k V kµ µ> − < +          (5) 

1 1 2yV kµ σ σ= + + −           (6) 

If not, it becomes 

1 1 2yV µ σ σ= − −           (7) 

k  here is the external parameter determined by the noise density.  Parameter k  is a constant number. k  values were found 

according to noise intensities. Parameter k value increases as noise increases. Parameter k  is constant number when image noise 

density reaches a certain value. For all values with µ  greater than or equal to 50 % are 73 of k  k value. 

 

3. ALGORITM RESULTS 

3.1. Algorithm Evaluation Criteria 

In this study, 18 images were used to test the newly proposed method. These images are used commonly to test denoising methods. 
1 criterion is used to assess the results of the algorithm. The Mean Squared Error (MSE) is needed in calculation of the PSNR 
(Peak Signal- to-Noise Ratio) value. MSE; 
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I  is mxn  image without noise. K  is noise added image. 

2
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=                                                                                                    (9) 

Here, IMAX  is the maximum value that a pixel in the image can get. If 8 bit is used for pixels, this value is 255 Luisier vd., 

(2010). 

Table 1 and Table 2 show PSNR results of eighteen test images. Table 1 is applied to 0.10,    0.01µ σ− =  values. Table 2 

shows results for values for   0.50 and   0.01µ σ= = . The newly developed filter in high-density Gaussian noise, as shown 
in Table 1 and Table 2, produces more successful results than other methods. PA stands for the new algorithm, Proposed Algorithm. 

Table 1. Test Images PSNR Results 
µ-0.10, σ=0.01, k=26 SMF Wiener2 Bayesianshrink  Bilateral SMF+Bilateral BM3D KSVD PA 

Lena 19,23 19,35 18,90  18,73 19,60 19,81 19,70 27,06 

Cameraman 19,27 19,32 18,83  18,73 19,64 19,71 19,52 26,53 

Barbara 18,37 19,04 18,51  18,52 18,60 19,61 19,41 23,01 

Peppers 19,20 19,32 18,86  18,75 19,63 19,68 19,51 27,08 

Plane 19,26 19,95 19,45  19,19 19,57 20,16 20,20 26,63 

Baboon 18,98 19,13 18,54  18,36 18,87 19,24 19,19 23,83 

Bridge 18,75 19,11 18,62  18,51 18,78 19,24 19,15 23,10 

Pirate 19,09 19,21 18,71  18,60 19,38 19,48 19,29 25,86 

Elaine 19,25 19,42 19,01  18,88 19,68 19,78 19,63 27,06 

Boat 19,06 19,25 18,75  18,62 19,30 19,54 19,37 25,11 

Lake 19,13 19,44 18,91  18,75 19,38 19,64 19,56 24,96 
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Table 1(cont). Test Images PSNR Results 
Flintstones 19,17 19,65 19,08  18,96 19,06 20,03 19,88 20,12 

Living Room 19,00 19,20 18,69  18,56 19,19 19,52 19,33 25,01 

WomanBlonde 19,06 19,25 18,74  18,67 19,39 19,58 19,38 25,82 

WomanDark Hair 19,52 19,63 19,26  19,08 20,00 20,05 19,87 27,93 

House 19,44 19,70 19,31  19,06 19,88 20,09 20,00 28,78 

Parrot 19,27 19,44 18,97  18,89 19,67 19,86 19,65 26,18 

Flower 19,15 19,24 18,71  18,57 19,41 19,56 19,35 25,63 

 
Table 2. Test Images PSNR Results 

µ-0.50, σ=0.01, k=73 SMF Wiener2 Bayesianshrink Bilateral SMF+Bilateral BM3D KSVD PA 

Lena 7,15 7,33 7,27 7,25 7,15 7,32 7,33 17,18 

Cameraman 7,38 7,53 7,47 7,46 7,37 7,53 7,53 17,69 

Barbara 7,03 7,24 7,21 7,16 7,01 7,26 7,25 16,38 

Peppers 7,14 7,27 7,21 7,20 7,14 7,27 7,27 17,22 

Plane 10,29 10,46 10,42 10,37 10,26 10,45 10,43 12,50 

Baboon 7,04 7,32 7,28 7,19 7,00 7,27 7,27 17,84 

Bridge 6,90 7,08 7,05 6,99 6,88 7,05 7,03 15,60 

Pirate 6,82 6,99 6,95 6,91 6,81 6,92 6,92 17,97 

Elaine 7,47 7,67 7,62 7,60 7,47 7,66 7,67 16,46 

Boat 7,29 7,52 7,48 7,43 7,27 7,47 7,48 18,19 

Lake 7,73 7,83 7,75 7,75 7,72 7,82 7,82 14,48 

Flintstones 7,92 8,13 8,07 8,00 7,85 8,12 8,11 12,16 

Living Room 6,88 7,12 7,09 7,02 6,86 7,11 7,10 18,13 

Woman Blonde 7,49 7,68 7,63 7,60 7,48 7,67 7,68 17,64 

Woman Dark Hair  7,08 7,16 7,10 7,11 7,09 7,17 7,17 15,64 

House 7,75 7,89 7,82 7,81 7,75 7,89 7,89 14,63 

Parrot 6,92 7,08 7,03 7,00 6,93 7,08 7,07 15,63 

Flower 6,47 6,67 6,64 6,58 6,46 6,66 6,67 18,54 

 

Fig. 3 shows the images of the improved filter after the removal of the noise, following the application of 0.10 and 0.01µ σ− −  
Gaussian Noise to the Lena image. Fig. 4 shows the images of the improved filter after the removal of the noise, following the 
application of µ-0.10 and σ-0.01 Gaussian Noise to the peppers image. 

 
Figure 3. Lena images with noise, and Lena images after noise removal 
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Figure 4. Peppers Image Filter Results a) Original Image b) µ-0.30, σ=0.01 noise added image c) SMF d) Wiener2 e) 

Bayesianshrink f) Bilateral g)SMF+Bilateral h) BM3D i) KSVD j) PA 
 

Fig. 5 shows the success to remove Gaussian noise from Lena, cameraman, peppers and plane images where density µ from 0.10 
to 0.90 and σ=0.01. The results with the highest and smallest values from tested algorithms are shown in the graphics. Fig. 5 (a) - 
(b) - (c) shows PSNR results of our newly developed method and that among other methods, bilateral generates the lowest results 
and BM3D generates the highest results. Fig. 5 (d) shows PSNR results of our newly developed method and that the lowest and 
the highest outcomes among other methods belong to bilateral and KSVD. 

 

 
Figure 5. a) Lena PSNR graph b) Cameraman PSNR graph c) Peppers PSNR graph d) Plane PSNR graph 
 
 
 



International Journal of Research and Development, Vol.10, No.2, June 2018 

142 
 

4. CONCLUSION 

The PA method is more successful than other methods as seen in PSNR results. Our PA makes sure that the filter does not always 
produce the same result each time by sending an external parameter to the filter. Thus, an alternative has been designed to measure 
and evaluate the success of the system in real-time applications. It has been found that in real-time applications where noise is 
generated at the same rate, better results have been obtained for noise removal and enhancement by changing k values. The 
improved filter IS USED in removing high density µ and σ values, which is the most difficult task in image denoising. The success 
of the filter can be increased providing the suitable parameter. 
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