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Highlights  

• A Tier III-compliant, 500 m² data center was designed using Ankara’s peak summer conditions for accurate cooling load estimation. 

• Detailed CLTD-based thermal calculations determined a total internal heat gain of 470.63 kW, guiding CRAH and chiller capacity 

selection. 

• Integration of an 85.05 kWp rooftop PV system reduced annual grid consumption by 192 MWh, yielding ~727,102 TRY savings. 

• A ground-mounted PV configuration (29.33 MWp) was dimensioned to fully meet the facility’s 10.76 GWh annual energy demand. 

You can cite this article as: Oyacı MB, Kızılkan Ö. A holistic design of an energy-efficient data center with solar PV integration.  Int 

J Energy Studies 2025; 10(3): 787-806. 

ABSTRACT 

The rapid growth of digital services has increased the demand for energy-intensive data centers, making sustainability 

and efficiency essential design priorities. This study presents the design and performance evaluation of a Tier III-

compliant, 500 m² data center tailored to Ankara’s climatic conditions. Cooling loads were calculated using the CLTD 

method, resulting in a total internal heat gain of 470.63 kW, which guided the sizing of CRAH units and free-cooling-

capable chillers. Detailed thermal analysis was combined with architectural planning, including cold aisle containment 

and raised flooring, to optimize airflow and energy use. The UPS system was sized at 462 kW to ensure continuous 

operation of critical loads, supported by redundant power generation. A rooftop PV system of 85.05 kWp was integrated, 

producing 192 MWh annually and covering 2.07% of the 9.28 GWh yearly demand, yielding cost savings of ~727,102 

TRY. A ground-mounted PV system of 29.33 MWp was also proposed to meet the full annual energy demand, with an 

estimated saving potential of ~35.066 M TRY. The results demonstrate how integrating precise load estimation, energy-

efficient cooling, and renewable generation can reduce both operational costs and environmental impact in mission-

critical facilities, providing a replicable model for similar climates. 
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1. INTRODUCTION 

The rapid advancement of technology, the widespread adoption of cloud computing, the growing 

demand for digital services, and the increasing importance of data storage have led to a global 

expansion in data center usage. However, the substantial energy consumption of these facilities 

has raised concerns regarding environmental impact and energy sustainability [1]. This is 

especially critical given that electricity production still relies significantly on fossil fuels such as 

coal, oil, and natural gas [2],[3],[4]. As a result, energy efficiency has become a central issue in 

modern data center design, where minimizing energy use while maintaining operational reliability 

is essential. For instance, a typical 465 m² data center can consume over 1,100 kW of power across 

critical equipment and supporting infrastructure [5]. In parallel, integrating renewable energy 

sources, particularly photovoltaic (PV) systems, offers a promising approach to reducing carbon 

emissions and operational costs. With an average annual solar radiation of 1,527.46 kWh/m² and 

2,741 hours of sunlight, Türkiye holds significant potential for PV applications [6-7]. 

 

Efforts to enhance energy performance in data centers have generally focused on thermal 

management and cooling strategies, infrastructure optimisation, and energy recovery or renewable 

integration. In the field of thermal management, Greenberg et al. [8] compiled best practices to 

improve energy efficiency, including optimised air management, correctly sized ventilation 

systems, economisers for free cooling, controlled humidification, and high-efficiency 

uninterruptible power supplies. Pan et al. [9] applied multiple ASHRAE-based efficiency 

strategies—such as high-performance insulation, lighting upgrades, and HVAC improvements—

in two existing Chinese data centers, achieving an estimated 21% reduction in annual energy costs. 

Nada et al. [10] conducted computational fluid dynamics (CFD) analyses to study airflow and 

temperature distributions under different operating and geometric conditions, showing the 

effectiveness of cold aisle containment and appropriate computer room air conditioner - computer 

room air handler (CRAC – CRAH) spacing. Türkmen [11] implemented cold aisle containment, 

equipment relocation, CRAC fan speed control, and leakage isolation, reducing the power usage 

effectiveness (PUE) from 1.95 to 1.40. Erden and Türkmen [12] modelled CRAH bypass 

configurations, finding that the approach could be economically viable with a payback period of 

3–4 years under certain conditions. 

 

In terms of infrastructure and operational optimization, Dörterler et al. [13] redesigned a university 

server room by calculating cabinet, power, and cooling requirements and aligning them with safety 
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and fire protection policies. Sharma et al. [14] emphasized that data center efficiency starts with 

the architectural design phase and is strongly linked to proper equipment selection. Yüzgeç and 

Günel [15] examined planning criteria and certification requirements, concluding that well-

designed infrastructure minimises downtime during faults or maintenance. Sürücü [16] analysed 

container-type data centers designed to meet Tier III certification, showing they could be deployed 

40% faster than conventional facilities. Demir [17] discussed the role of advanced automation 

systems for real-time monitoring and control of mechanical and electrical loads, improving 

operational reliability and efficiency. Zhang et al. [18] compared four free cooling technologies, 

finding that water-based systems operating in multiple modes offered the highest energy savings. 

 

With respect to energy recovery and renewable integration, Woodruff et al. [19] investigated 

seasonal waste heat recovery from data centers, achieving over 10% efficiency gains when 

integrated into building heating systems. Ali et al. [20] developed a high-gain, transformer-isolated 

GaN-based DC–DC converter for integrating low-voltage PV panels into high-voltage DC data 

center systems, achieving 95.56% efficiency in laboratory tests. 

 

A review of the literature indicates that while numerous studies have addressed cooling efficiency, 

infrastructure optimisation, and partial renewable energy integration, no previous work has 

combined precise CLTD-based cooling load estimation, Tier III-compliant architectural and 

infrastructure design, and dual-scale PV integration (rooftop and ground-mounted) within a single 

framework for a medium-scale data center. Furthermore, the direct supply of critical IT 

infrastructure from PV systems—supported by quantitative energy and cost analyses—has not 

been comprehensively investigated. 

 

In this study, a sustainable data center is designed for the climatic conditions of Ankara. Heat gain 

calculations are performed for conditioned rooms to guide the selection of appropriate cooling 

systems and equipment. A photovoltaic system is then integrated into the design to meet part or 

all of the facility's energy demand using solar power. While previous research has primarily 

applied renewable energy to support non-critical loads, this work focuses on directly powering 

critical IT infrastructure. An energy analysis tailored to local conditions is conducted, followed by 

an assessment of potential carbon emission reductions. Finally, the annual energy savings and 

environmental benefits achieved by the proposed design are presented. 
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2. MATERIALS AND METHODS 

A mid-scale data center was developed with a total floor area of 500 m², designed to accommodate 

60 cabinets, each with a height of 45U and an average energy consumption of 7 kW. The 

infrastructure complies with at least Tier III certification standards to ensure high availability and 

fault tolerance. Tier classification refers to a certification system defined by the Uptime Institute 

to evaluate the availability, redundancy, and operational sustainability of data centers. It consists 

of three certification stages: Design Documents, Constructed Facility, and Operational 

Sustainability. Tier levels range from Tier I to Tier IV, each ensuring increasing levels of fault 

tolerance and uptime (see Figure 1). Although certification is not mandatory, these standards guide 

critical infrastructure design decisions, particularly for power, cooling, and monitoring systems. 

 

 

Figure 1. Different tiers of data centers [21] 

 

All cooling load and thermal calculations were based on the highest summer climatic conditions 

recorded for Ankara. The design dry-bulb temperature is 34°C, the relative humidity is 40%, and 

the ground temperature is 15°C [22]. To enhance energy efficiency and airflow management, the 

infrastructure includes a raised floor system and cold aisle containment throughout the white space. 

 

For sustainable data center operation, IT equipment must be maintained within appropriate 

environmental conditions. According to the American Society of Heating, Refrigerating and Air-

Conditioning Engineers (ASHRAE) [23], the recommended operating temperature range is 18°C 

to 27°C for Class A1 devices, such as standard servers and networking equipment. For Class A2 
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devices, including some storage units, this range is extended to 10°C to 35°C. In practice, 

ASHRAE permits an extended range of 15°C to 32°C for Class A1 environments under specific 

operating conditions. These temperature thresholds are essential to prevent hardware degradation 

and to optimize thermal performance. 

 

In terms of humidity control, ASHRAE recommends maintaining relative humidity between 40% 

and 60% to minimize risks of static discharge or condensation [23]. The dew point should not 

exceed 8°C at 60% humidity to avoid moisture-related failures. Additionally, manufacturers may 

impose stricter climate control guidelines for specific components; for example, while a server 

might comply with Class A4 standards, its CPU may require Class A3 conditions. The 

classification of environmental requirements for IT equipment is illustrated in Figure 2. 

 

In the proposed data center configuration, the white space was designed within a 12 m × 18 m 

footprint, where standard-sized cabinets (60 cm × 120 cm) were placed on a raised floor. Cold aisle 

containment was implemented to improve airflow management. The spacing between cabinets and 

adjacent walls was set as multiples of the standard 60 cm tile unit to ensure uniform static load 

distribution. A distance of 3 m was maintained between cabinets and surrounding walls to allow 

proper air circulation. Cooling in both the white space and the UPS room is provided by CRAH 

units connected to the chilled water system, which are specifically designed for precise 

temperature and humidity control in data centers. 

 

Figure 2. Recommended environmental classes for IT equipment based on ASHRAE [24] 
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Cabinets were arranged so that hot aisles faced each other, maintaining a distance of 1.8 m between 

rows, while cold aisles were set at 1.2 m to ensure effective cooling delivery. Standardized 

architectural elements were applied, with all doors sized at 180 cm × 250 cm and windows at 80 cm 

× 120 cm. This configuration balances structural simplicity with operational efficiency. Figure 3 

illustrates the cabinet layout and cold aisle containment strategy applied in white space. 

 

Figure 3. Cabinet positioning and layout 

 

The approach begins with the calculation of PUE, a widely accepted metric for assessing data 

center efficiency [25]: 

 

PUE =
∑PFacility

PIT,eq
  (1) 

 

In above equation, ∑PFacility is the total facility load and PIT,eq is the IT equipment energy 

consumption. The facility is structured across two levels and includes separate compartments for 

server racks, uninterruptible power supply (UPS) systems, batteries, administrative offices, and 

control infrastructure. Layout planning was performed based on accessibility and airflow zoning 
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standards. The data center designed in this study occupies a total usable floor area of 500 m² and 

includes a white space (server room), UPS room, battery room, Network Operations Center  (NOC) 

and control room, as well as technical corridors and administrative offices. Spatial organization 

was developed to ensure safe operation, efficient maintenance access, and effective air zoning. 

 

To determine the cooling requirement of the white space, the CLTD method was used. The total 

cooling load is expressed as: 

 

∑Q̇ = (∑Q̇eq +  Q̇people + Q̇light + ⋯ +  Q̇n)  ×  SF            (2) 

 

where, SF denotes the safety factor. These components represent internal heat gains from IT 

equipment, lighting fixtures, human occupancy, conductive heat transfer through structural 

elements, and air leakage into the space. Equipment loads were based on actual power demand, 

while lighting gains were calculated based on installed luminaire power and operating schedules. 

Infiltration loads were minimized by sealing cable trays and access panels. The basic power 

formula is given in Equation (3): 

 

P = V × I × cos(ϕ)            (3) 

 

In this equation, P represents power (W), V is voltage (V), I is current (A), and cos(φ) denotes the 

power factor. The UPS capacity calculation is provided below: 

 

PUPS = (PIT,eq + POther critical loads) × SF             (4) 

 

Devices requiring UPS backup should be clearly identified, and the UPS capacity must be selected 

accordingly. Since not all input energy is delivered as usable output, internal losses within the UPS 

must be considered. These losses are primarily dissipated as heat, contributing to internal thermal 

gain. The heat load due to UPS inefficiency is given by: 

 

Q̇UPS losses =
PUPS × ∑UPS_inefficiency

100
             (5) 
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In this equation, Q̇UPS losses represents the heat released into the environment due to inefficiencies 

in the UPS system, including conversion and battery charge/discharge losses. 

 

To size the generator and transformer, the inrush current during startup of mechanical and 

electrical systems must be considered. The estimated power for mechanical loads and UPS-backed 

loads is calculated using Equations (6) and (7), respectively [26]: 

 

∑PFacility,mech = (Pmech) × 1.55  (6) 

 

∑PFacility,UPS = (PUPS) × 1.3            (7) 

 

Total facility load is the sum of both components and is expressed as: 

 

∑PFacility = ∑PFacility,mech + ∑PFacility,UPS  (8) 

 

The pump power requirement is calculated by [11]: 

 

PPump =
ρ × Q ×H

367 ×  η
× SF            (9) 

 

Here, Q is the volumetric flow rate (L/s), H is the pump head (m), ρ is the density (kg/dm³), and η 

is the hydraulic efficiency. The required capacity for the generator and transformer is calculated 

using the equation below: 

 

PGen,transformer =
∑PFacility

Power Factor
× SF             (10) 

 

The output power of PV systems determined by: 

 

WPV = n × Pmax            (11) 

 

where WPV is the total PV power output and Pmax is the rated capacity of one panel. Efficiency 

loss due to temperature is found by: 
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ηtemp. loss = µp × ( Tmax   − Tnom)            (12) 

 

Here µp is the temperature coefficient, Tmax is the maximum panel temperature, and Tnom is the 

nominal test temperature. Overall AC-side efficiency of the PV system is computed as: 

 

ηAC = ηtemp × ηreflected × ηmismatch × ηinv            (13) 

 

The AC power required from the PV system to meet load demand is then given below: 

 

WPV,AC =   
∑PFacility

ηAC
             (14) 

 

The inverter's maximum short-circuit current for the MPPT input is calculated as: 

 

ISC,MPPT(max) =  b × ISC,PV           (15) 

 

where b is the number of MPPT inputs and ISC,PV is the panel's short-circuit current. 

 

3. RESULTS AND DISCUSSION 

In this study, a medium-scale data center was designed for Ankara, Türkiye, with attention to 

architectural layout, internal thermal loads, equipment selection, and integration of sustainable 

energy solutions. The white space was dimensioned as 12 m × 18 m, and a total internal heat gain 

of 470.63 kW was calculated. To handle this load, three CRAH units were deployed in a 2N 

redundant configuration, positioned face-to-face with cold aisle containment to enhance cooling 

performance and airflow efficiency. The physical layout ensured sufficient clearance for airflow 

and maintenance access. 

 

Based on critical loads, the UPS system was sized at 462 kW, and scalable modular units were 

selected to accommodate future expansion while operating near optimal efficiency levels. The 

UPS and computer room air handler (CRAH) units in the UPS room were also dimensioned with 

redundancy, targeting a cooling demand of 170.33 kW. All thermal loads from the white space and 

UPS rooms were addressed through a chilled water system consisting of two 750 kW chillers, each 

capable of free cooling operation. Pumping requirements were computed based on a 30% glycol–
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70% water mixture, with final selections considering system redundancy and frequency control 

for dynamic demand adaptation. 

 

The chilled water system includes standard thermal management infrastructure such as buffer 

tanks, balance tanks, and headers, all located beneath a raised floor for easy access and mechanical 

flexibility. These ensure thermal stability, pressure management, and energy-efficient operation 

during part-load conditions. The layout supports maintenance continuity by incorporating isolation 

valves and redundant piping routes. Mechanical connectivity and spatial integration of the chilled 

water network are illustrated in Figure 4. 

 

 

Figure 4. Mechanical room layout and white space connection diagram 

 

To ensure backup during power outages, the cooling systems were configured to operate directly 

from diesel generators rather than the UPS system. A brief cooling gap of approximately 30 
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seconds during generator startup was deemed acceptable based on the residual thermal mass and 

pre-cooled air volume in the white space. Generator loads were estimated as 1,645.3 kVA 

(including cooling and IT equipment), and two 1,700 kVA units were selected with N+1 

redundancy. Fuel autonomy for 72 hours requires 28,800 L of underground storage tanks per 

generator. The choice of underground installation offers safety, thermal stability, and land-use 

efficiency, and is preferred for long-term storage with integrated fuel polishing systems to maintain 

fuel quality. 

 

The data center design complies with Tier III standards by implementing N+1 redundancy in 

critical systems. This includes dual CRAH units arranged in a 2N redundant configuration, 

modular and scalable UPS units, and twin 750 kW chillers supporting free cooling operation. 

Redundancy is further ensured by parallel piping with isolation valves in the chilled water network 

and by dual diesel generators sized with N+1 redundancy and underground fuel storage for 

extended autonomy. While explicit dual power and cooling paths are architecturally provided, 

these elements ensure uninterrupted operation under maintenance or component failure, fulfilling 

Tier III fault tolerance requirements. 

 

Fire detection and suppression systems were designed with cold aisle containment, raised floors, 

and high equipment density in mind. Heat and smoke detectors, air sampling units, and sensor 

networks were integrated to ensure early detection and full redundancy. An integrated DCIM 

platform enables real-time monitoring of environmental and operational parameters, with 

visualized system status and metrics provided through flow and single-line diagrams. 

 

In support of sustainability goals, photovoltaic (PV) panel integration was evaluated in both 

rooftop and ground-mounted configurations. One of the most effective methods to reduce energy 

costs in facilities with high electricity demand is the use of photovoltaic systems that generate free 

electricity from solar energy. As a renewable and green energy source, maximizing the utilization 

of solar energy is crucial. Türkiye has a favorable solar potential for power generation, and in 

particular, the average daily solar insolation for Ankara is 7.15 hours, as illustrated in Figure 5. 

Correspondingly, the global solar radiation profile for the region is shown in Figure 6.  
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Figure 5. Monthly average sunshine duration in Ankara [6] 

 

 

Figure 6. Monthly average global solar radiation in Ankara [6] 

 

Following the design of the data center, a solar PV application was selected to supplement energy 

consumption using renewable resources. Based on solar potential assessments and technical 

analysis, PV panel integration was studied to determine its contribution to overall energy demand. 

After surveying commercially available high-efficiency technologies, monocrystalline PV 

modules were selected for implementation. The key characteristics of the selected module are 

presented in Table 1.  
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Table 1. Technical specifications of the selected photovoltaic panel [27] 

Specification Value 

Maximum Power (Pmax) 675 Wp 

Module Efficiency 21.73 % 

Maximum Power Voltage (Vmp) 38.5 V 

Maximum Power Current (Imp) 17.54 A 

Open Circuit Voltage (Voc) 46.20 V 

Short Circuit Current (Isc) 18.56 A 

Panel Dimensions (mm) 2384×1303×35 

Temperature Coefficient (Isc) +0.040 %/°C 

Temperature Coefficient (Voc) –0.260 %/°C 

Temperature Coefficient (Pmax) –0.340 %/°C 

Nominal Operating Cell Temperature +25 °C 

Minimum Operating Temperature (Tmin) –40 °C 

Maximum Operating Temperature (Tmax) +85 °C 

 

Based on the evaluated solar potential and panel specifications, rooftop PV modules were installed 

over 500 m² of usable space, accounting for maintenance corridors. High-efficiency 

monocrystalline panels (675 Wp, 21.73% module efficiency) were used, yielding a total of 

85.05 kWp installed capacity. Daily AC energy output was computed as 527 kWh, covering 

approximately 2.07% of the data center's daily consumption of 25,416 kWh. The rooftop layout 

and orientation of the photovoltaic panels are illustrated in Figure 7. 

 

Given the limited rooftop area, a ground-mounted PV system was proposed to meet the full energy 

demand. Technical calculations based on panel and inverter compatibility determined that 6,192 

panels (0.675 kWp each) and 43 inverters (100 kW) would be required. Total installed DC capacity 

was estimated at 29,325 kWp, producing sufficient energy when accounting for inverter efficiency 

(98.4%) and system losses. Layout optimization ensures that each inverter operates with optimal 

MPPT configuration, and inverter–panel interconnection is shown in Figure 8. 
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Figure 7. Rooftop photovoltaic (PV) panel installation layout 

 

 

Figure 8. Panel–inverter interconnection diagram 
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The rooftop PV system is estimated to generate approximately 192,355 kWh annually, while the 

ground-mounted PV system would produce about 9.28 GWh annually, meeting 2.07% and 100% 

of the data center's annual energy demand, respectively. Considering Türkiye's 2023 average grid 

emission factor of 0.42 kg CO₂/kWh [28], the rooftop PV system would reduce annual CO₂ 

emissions by approximately 80.8 tonnes, and the full-scale ground-mounted system would achieve 

an estimated 3,897.6 tonnes of annual CO₂ reduction.  

 

Based on the commercial electricity tariff of 3.78 TRY/kWh valid as of April 17, 2023 [29], the 

rooftop PV system could yield annual savings of approximately 727,102 TRY, covering only 

2.07% of the data center's average daily electricity demand of 25,416 kWh. Due to the limited 

number of panels that could be installed on the roof and the inherently high energy needs of the 

facility, the rooftop contribution remained modest. Therefore, a ground-mounted PV system was 

dimensioned to fully meet the facility's load, resulting in an estimated annual savings potential of 

35,066,455 TRY. However, due to weather-related intermittency, such systems are not 

recommended as the sole energy source for mission-critical facilities. Instead, solar integration 

should complement the grid supply. Battery storage was excluded due to high capital costs; 

instead, leveraging the existing UPS infrastructure was proposed. By incorporating ATS 

(Automatic Transfer Switch) -controlled dual-mode charging—PV during sunny days and grid 

supply during low-sun periods—solar contribution can be optimized without compromising UPS 

reliability. 

 

The results indicate that tailoring the data center design to Ankara's climatic conditions allows for 

optimized cooling performance and reliable operation, supported by Tier III redundancy measures. 

The combined use of rooftop and ground-mounted PV systems effectively offsets a substantial 

portion of the facility's energy consumption, demonstrating the practical benefits of renewable 

integration in medium-scale data centers. These findings highlight the importance of site-specific 

design and energy efficiency considerations in reducing operational costs and environmental 

impacts. 

 

4. CONCLUSION 

This study presents a comprehensive design and performance evaluation of a medium-scale data 

center tailored to Ankara's climatic and operational conditions. The novelty lies in combining 

detailed CLTD-based cooling load estimation, Tier III redundancy, and dual-scale photovoltaic 
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(PV) integration specific to the region—a combination not previously explored in similar studies. 

The facility's cooling system manages a total heat gain of 470.63 kW using redundant CRAH units 

and free-cooling chillers. The rooftop PV system, with an installed capacity of 85.05 kWp, 

contributes to about 2.07% of daily energy demand, while the ground-mounted system, sized at 

29,325 kWp, fully covers the energy needs. Together, these PV systems provide an estimated 

annual reduction of approximately 279 tonnes of CO₂ emissions. 

 

Challenges such as solar intermittency and the absence of dedicated battery storage are addressed 

through an ATS-controlled dual-mode charging strategy utilizing existing UPS infrastructure to 

maintain system reliability. Future research should focus on integrating energy storage and real-

time energy management systems to maximize renewable utilization and expanding the design 

methodology to other climates and larger facilities. The results demonstrate that integrating 

renewable energy and energy-efficient infrastructure can significantly reduce operational costs and 

environmental impacts, supporting sustainable and low-emission data center development. 

 

NOMENCLATURE 

AC  Alternative current 

ASHRAE American Society of Heating, Refrigerating and Air-Conditioning Engineers 

CRAC  Computer room air conditioner 

CRAH  Computer room air handler 

PUE  Power usage effectiveness  

UPS  Uninterruptible power supply 

NOC  Network operations center 

CLTD  Cooling load temperature difference 

H  Pump head (m) 

inv  Inverter 

I  Current (A) 

IT  Information technology 

mech  Mechanical 

MPPT  Maximum power point tracking 

n  Number of PV panels 

P  Power (W) 

PV  Photovoltaic 
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Q   Volumetric flow rate (L/s) 

Q̇  Cooling load (W) 

SF  Safety factor 

T  Temperature (°C) 

V  Voltage (V) 

ρ  Density (kg/m3) 

η   Hydraulic efficiency 

µp   Temperature coefficient 
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