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ABSTRACT 

Accurate prioritization of purchase requests in enterprises is critical for ensuring 
business continuity and effective resource management. Throughout the day, requests 

generated by different departments are usually ranked subjectively by the purchasing 

unit, which may cause some urgent requests to be deprioritized. Managing the process 
under human control leads to time loss and inaccurate prioritization. This study 

integrated three generative artificial intelligence tools—ChatGPT-4.5, Microsoft 

CoPilot, and Google Gemini—into a manufacturing company‘s ERP system via an 
API. A total of 100 purchase requests were classified first into three categories 

(―Urgent,‖ ―Normal,‖ and ―Not Urgent‖) and then into two categories (―Urgent‖ and 

―Normal‖). The results produced by the AI models were compared with the 

classifications made by the purchasing staff and evaluated using accuracy, Cohen‘s 

Kappa, precision, recall, and F1-score metrics. In addition, the correct response 

performance of generative artificial intelligence tools was analyzed using the Pearson 
Chi-square test; the results revealed a significant interdependence among the tools, 

with Copilot and Gemini showing an exceptionally high consistency across both triple 

and binary classifications. The findings revealed that all three models performed well 
in the binary classification, with CoPilot achieving higher accuracy than the others. 

The study demonstrates that generative AI tools can be practical decision-support 

systems in purchasing processes, offering significant advantages in preliminary 
classification, efficiency, and time savings. 
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ÖZ  

İşletmelerde satın alma taleplerinin doğru önceliklendirilmesi, iş sürekliliği ve kaynak 

yönetimi açısından kritik öneme sahiptir. Gün içinde farklı departmanlarca 
oluşturulan talepler genellikle satın alma birimi tarafından sübjektif olarak 

sıralanmakta, bu da bazı acil taleplerin geri planda kalmasına yol açabilmektedir. 
Sürecin insan kontrolünde yürütülmesi hem zaman kaybına hem de hatalı 

önceliklendirmelere neden olmaktadır. Bu çalışmada, bir üretim işletmesinin ERP 

sistemine API aracılığıyla entegre edilen üç üretken yapay zekâ aracı (ChatGPT-4.5, 

Microsoft CoPilot ve Google Gemini) kullanılarak 100 satın alma talebi önce ―Acil‖, 

―Normal‖ ve ―Acil Değil‖, ardından ―Acil‖ ve ―Normal‖ biçiminde sınıflandırılmıştır. 

Yapay zekâ modellerinin sonuçları, satın alma personelinin sınıflandırmalarıyla 
karşılaştırılarak doğruluk, Cohen‘s Kappa, precision, recall ve F1-score metrikleri 

üzerinden değerlendirilmiştir. Ayrıca üretken yapay zeka araçlarının doğru yanıt 

verme performansları Pearson Ki-kare testiyle incelenmiş; sonuçlar, araçlar arasında 
anlamlı bir karşılıklı bağımlılık olduğunu ve özellikle Copilot ile Gemini‘nin hem 

üçlü hem de ikili sınıflandırmalarda yüksek düzeyde uyum sergilediğini göstermiştir. 

Bulgular, her üç modelin ikili sınıflandırmada başarılı performans gösterdiğini; 
özellikle CoPilot‘un diğer modellere göre daha yüksek doğruluk sağladığını ortaya 

koymuştur. Çalışma, üretken yapay zekâ araçlarının satın alma süreçlerinde ön 

sınıflandırma, hız ve iş gücü tasarrufu açısından etkili bir karar destek aracı olarak 
kullanılabileceğini göstermektedir. 
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Introduction 

The role of purchasing departments in businesses is not limited to price and delivery negotiations with suppliers. 

It also involves making purchasing decisions, balancing warehouse and product supply, and, most importantly, 

determining the purchasing order. Sequencing purchasing requests is crucial, especially for businesses operating 

24/7 for production. Production interruptions, especially when orders for products requiring long procurement 

times are not placed at the right time, can make enterprises incapable of managing their business processes. The 

process begins with a purchase request and is driven entirely by subjective decisions made by experienced 

purchasing personnel. However, the multifaceted nature of the purchasing process affects the quality of the 

decisions made and can cause problems for the business. In this sense, using artificial intelligence as a decision 

support system at specific points will enable businesses to manage their purchasing processes more effectively 

and efficiently. Generative AI tools, which are becoming increasingly common today, can support companies in 

decision-making without requiring technical knowledge. Unlike previous digital and industrial revolutions, 

generative AI tools are poised to perform all tasks rather than just a few (Makridakis, 2017). Huang et al. (2022) 

say that generative AI can improve the efficiency of the knowledge and creativity workforce by at least 10%, 

making them more efficient and skilled. The market share of generative artificial intelligence, estimated at 

$13.71 billion in 2023, is expected to exceed $100 billion in 2032 (Precedence Research, 2025). This study 

investigates whether generative AI tools can be practical support tools for businesses' purchasing processes. 

Specifically, it aims to evaluate the individual and the interplay of generative AI tools in purchasing, a crucial 

step for manufacturing businesses. To this end, the study categorized purchase requests entered via API 

connections to generative AI tools within a manufacturing company's enterprise resource planning (ERP) 

software into three categories: "Urgent," "Normal," and "Not Urgent." These requests were further categorized 

into "Urgent" and "Normal". Expert personnel also classified and recorded the first 100 requests entered into the 

ERP system. The study aimed to evaluate the performance of artificial intelligence tools in the request 

prioritization process and to test their usability as a decision support mechanism. Evaluations were conducted 

using accuracy, Cohen's Kappa, precision, recall, and F1-score metrics. In this respect, the study provides a 

theoretical contribution to integrating artificial intelligence into supply chain processes and a guiding framework 

for practical applications. 

In the first phase of the study, generative AI tools were introduced. The second section included studies on this 

topic and presented their evaluations. The third section outlined how and where the data were obtained, and the 

fourth section presented the findings. The conclusion section provided a comparative analysis of the findings, 

limitations, and recommendations for future research. 

1. Generative Artificial Intelligence Applications 

The concept of artificial intelligence was first expressed by John McCarthy in 1955 (McCarthy et al., 1955). 

Since its formulation, McCarthy had developed the concept, and several scientists laid the first foundations of 

artificial intelligence at the Dartmouth Conference held in 1956 (Moor, 2006, p. 87). Artificial intelligence, 

defined, is the imitation of human intelligence by machines. In other words, it is a collection of technologies 

capable of performing human-like activities such as thinking and learning. One of the key capabilities of 

artificial intelligence is processing and understanding natural language. Owing to this ability, the current state of 

large language model algorithms is remarkable. The development of these technologies has given rise to a new 

concept. This new concept, generative artificial intelligence, can generate various data types, such as text, 

images, audio, and synthetic data (Lawton, 2023). The original version of the concept, called "Generative 

Pretrained Transformer" (in English), is Generative Pretrained Transformer (GPT) (Zhu et al., 2023). Generative 

AI tools have quickly attracted significant interest from end users. ChatGPT (Chat Generative Pretrained 

Transformer), launched by OpenAI in November 2022, reached 1 million users less than five days after its 

launch. By July 2023, this number had surpassed 100 million, and monthly visits reached 1 billion (Duarte, 

2025; Thormnundsson, 2023). One of the most important features of generative AI is its ability to produce 

various types of content. Previously used tools successfully processed and classified text, images, and sounds. 

However, generative AI tools also hold the potential to create new things (Wiles, 2023). This potential allows 

for quickly completing tasks that might otherwise take a long time, freeing up time for other tasks (Deloitte AI 

Institute, 2023, p.11). Generative AI tools are frequently used in fields such as law, sports, tourism, the 

environment, biology, mathematics, and health, as well as for topics such as article writing, news review, and 

website updating (Göktaş, 2023, p. 894; Mich & Garigliano, 2023, p. 4). 

The most popular generative AI tool is ChatGPT (Chat Generative Pretrained Transformer), released by OpenAI 

in November 2022. ChatGPT quickly gained widespread acceptance. AI software like ChatGPT, introduced as 

the latest machine learning technology with the GPT-3.5 language model, currently demonstrates its ability to 

pass the Turing Test (Pavlik, 2023). OpenAI developed the GPT-1, GPT-2, GPT-3, and GPT-4 language models 

(Koubaa, 2023). Other popular examples of generative AI include text generators like Google Bard and Bing AI, 
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visual generators like DALL-E and Midjourney, music generators like Ampere and MuseNet, and code 

generators like CodeStarter, Codex, and GitHub CoPilot (Lawton, 2023). Due to OpenAI's success and end-user 

impact, Google released its generative AI tool, Gemini, in March 2023. Gemini is designed to operate in a 

multimodal capacity by facilitating processing various data types, such as text, images, audio, and video. 

Gemini's core architecture incorporates elements from Google's previous models, including the Language Model 

for Conversational Applications (LaMDA) and the Pathways Language Model (PaLM) (Rane et al., 2024; 

Rossettini et al., 2024; Gupta et al., 2024). Microsoft, one of the industry's leading companies, developed 

another generative AI tool. This tool, called CoPilot, is part of next-generation AI solutions that increase human 

productivity in various areas, especially programming and office productivity (Zhang et al., 2023; Wong et al., 

2023; Chatterjee et al., 2024). 

Despite the positive features of generative AI tools, some ethical concerns should also be considered. Serious 

concerns exist, particularly in vital fields such as the healthcare sector. When addressing complex medical 

questions, concerns arise about the accuracy and reliability of the responses provided by systems or individuals 

(Sallam, 2023; Dave et al., 2023). Due to the lack of a physical examination and complex assessments, it is not 

yet considered sufficient for evaluating real-life cases (Dabbas et al., 2024). Therefore, it is considered more 

appropriate to use it for educational purposes or as a complementary tool in such cases (Li & Guenier, 2024).  

Furthermore, because generative AI is a data-driven system, it carries some concerns due to embedded biases 

and potential misuse (Dis et al., 2023; Ventura & Filho, 2023). However, this concern is expected to decrease 

with increasing data accuracy (Al‐Worafi et al., 2023). Another concern is its generative capacity. Generative AI 

tools can generate inaccurate data when the data is insufficient or based on incorrect references. For example, 

when considering an academic text, there is no definitive information about the accuracy of the sources. Such 

studies raise concerns (Liu et al., 2023; Osama & Afridi, 2023). 

2. Literature 

Numerous studies on the use of artificial intelligence tools exist in the literature. These studies are designed to 

measure generative artificial intelligence's effectiveness and compare its tools.  

A growing body of research has examined the effectiveness of generative AI applications in education, training, 

and exam evaluations. Jalil et al. (2023) asked ChatGPT questions from a book on an undergraduate software 

testing course and determined its ability to answer the questions. They determined that ChatGPT answered 

77.5% of the questions, with 55.6% correct answers. Küçüker (2023) tested ChatGPT's knowledge adequacy in 

basic accounting topics and demonstrated the model's potential contributions, particularly in financial 

accounting, cost-management accounting, and auditing. Boduroğlu et al. (2023) compared ChatGPT's ability to 

classify the difficulty levels of multiple-choice test items with expert opinions and obtained high correlation 

values. Yalçın-Çelik and Çoban (2023) analyzed the accuracy of responses to university-level chemistry 

questions based on Bloom's cognitive domain taxonomy. Kutlucan and Seferoğlu (2024) evaluated the impact of 

ChatGPT, a generative AI tool, on learning and teaching processes. The study categorized 150 articles according 

to KEFE and PEST analyses. While the study indicated that generative AI tools could provide equal 

opportunities in education, the tools also raised plagiarism and ethical concerns. Harada et al. (2025) measured 

the impact of data volume on accuracy in automatic book classification by training a GPT-3.5 model with data 

from the national library in Japan. Çelik et al. (2025) evaluated the success of generative AI in multiple-choice 

questions based on language differences. The differences between questions presented in English and Turkish 

were demonstrated. Emekli et al. (2025) shared their experiences with scenario creation and multiple-choice 

question generation using the ChatGPT-4.0 generative AI tool in medical psychiatry education, emphasizing the 

potential of this process to support students' clinical reasoning skills. A significant level of consistency was 

achieved when scoring criteria were defined. Another area of research is focused on integrating generative AI 

tools into accounting and finance processes. Ahmadi (2023) evaluated the potential role of OpenAI solutions 

against fraudulent activities in the financial sector. Smales (2023) evaluated the classification of central bank 

statements as _hawk_ or _dove_ through ChatGPT. Murindanyi et al. (2023) used ChatGPT and Explainable AI 

methods to predict customer interaction in the banking sector. Accuracy rates of up to 99% were achieved in the 

study. Studies in the education sector show that generative artificial intelligence tools provide high accuracy. 

The healthcare sector is another area where generative AI technologies are rapidly being adopted and used. Das 

et al. (2023) asked ChatGPT questions requiring high-level thinking and interpretation related to microbiology. 

The study found that the questions were answered correctly, with an accuracy rate of 80%. (Dökme Yağar, 

2023) evaluated the potential of generative AI in healthcare using ChatGPT as an example, considering ethical 

concerns and legal requirements. Liu et al. (2024) demonstrated the high accuracy and recommendation 

capability of GPT-4.0 in the automatic construction of breast ultrasound reports. Guo & Wan (2024) determined 

that multimodal LLMs can produce more accurate results than traditional methods in classifying patient medical 

images. Öztürk and Ergin (2024) used generative AI to evaluate ChatGPT's ability to answer questions about 
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lower urinary tract symptoms in women. Shaheen et al. (2025) used the generative AI tool ChatGPT to classify 

bleeding after eye surgery. High accuracy rates were achieved in the study. Brigo et al. (2025) evaluated the 

performance of ChatGPT-4.0 in diagnosing patients with epileptic seizures and classifying diseases. Comparing 

the results with those of generative AI and the field experts' responses, they noted that the model achieved high 

sensitivity but lacked specificity. In the healthcare sector, generative artificial intelligence is used in studies with 

various characteristics and achieves high accuracy rates.  

Other studies in various fields evaluate the use and effectiveness of generative AI tools. Sudirjo et al. (2023) 

analyzed the effectiveness of ChatGPT in analyzing customer feedback. Dalgıç (2023) analyzed whether 

generative AI could manage and resolve restaurant customer complaints. Banimelhem and Amayreh (2023) 

analyzed the DAIR.AI dataset using ChatGPT for sentiment classification. The study reported a 58% accuracy 

rate. Çeber (2024) evaluated the use of ChatGPT and Midjourney tools in advertising agencies. Erdem (2024b) 

analyzed the websites of logistics companies operating in Turkey using generative AI based on 11 criteria. 

Küçük and Can (2024) discussed the potential of generative AI tools like ChatGPT for automated processing of 

legal documents, highlighting these systems' fast, accurate, and standardized document processing capabilities. 

Uyar (2024) evaluated the GPT-3.5 model's ability to detect logical fallacies in his study. The study revealed 

that the method could distinguish fallacy types with high accuracy. Darlan et al. (2025) studied generative 

artificial intelligence in agriculture. AI-supported image recognition systems were used to classify the growth 

stages of strawberry fruit.  

Another method regarding generative AI tools is to compare them. Studies similar to this one evaluate the 

effectiveness of the tools and their comparison with each other. Butean et al. (2025) compared different 

ChatGPT models for evaluating cases on a specific topic in dentistry. The study claims the GPT-4 Pro model 

will offer significant clinical contributions. Erdem (2024a) examined the usability of three different AI tools 

(ChatGPT, Bing, and YouChat) in the social sciences. The study evaluated ChatGPT and Bing as competent in 

all categories, while YouChat was found to have more limited competence. Rane et al. (2024) compared 

ChatGPT and Gemini generative AI models. The evaluation was based on data sensitivity, ease of integration, 

cost, and intended use. Şensoy and Çıtırık (2025) answered 32 questions about glaucoma using ChatGPT-3.5, 

Gemini, and CoPilot. ChatGPT-3.5 answered 68.8% of the questions, Gemini answered 43.8%, and CoPilot 

answered 56.3%. ChatGPT-3.5, Gemini, and CoPilot answered the Turkish questions correctly at 34.4%, 36.5%, 

and 34.4%, respectively. ChatGPT-3.5 answered English questions significantly more successfully than it did 

Turkish questions. No difference was found between Gemini and CoPilot AI chatbots in correctly answering 

English and Turkish questions. ChatGPT 3.5 answered 45% (n=18) of the questions, ChatGPT 4.0 answered 

52.5% (n=21) of the questions, Gemini answered 87.5% (n=35) of the questions, and CoPilot answered 60% 

(n=24) of the questions correctly. Yılmaz and Çil (2024) investigated the answers to 80 questions about erectile 

dysfunction. The study evaluated Google AI and ChatGPT responses. Both tools provided accurate and 

satisfactory answers to questions about erectile dysfunction, but performance fluctuated between questions. 

Ayhan and Kılıç (2024) conducted a detailed analysis of the responses provided by ChatGPT and Gemini to 

eight questions on the history of hadith. ChatGPT offered a more systematic and in-depth approach to the topic, 

while Gemini provided a more superficial and general perspective. Okur and Ekşi (2024) examined the 

reliability and understandability of the responses of ChatGPT and Gemini, an artificial intelligence model 

developed by Google AI, also based in the US, to questions posed to theology students regarding property 

within the context of Islamic Property Law. In the study, both models were asked questions at easy, medium, 

and challenging levels, and their ability to present and analyze information on general legal concepts, 

fundamental principles, and conceptual analyses was evaluated. Gelmiş et al. (2025) compared the performance 

of ChatGPT-4 and Google Gemini in patient education regarding penile prosthesis use. The study collected 50 

questions from the "People also ask" section of Google search results. Two experienced urologists 

independently evaluated the responses using the Global Quality Score (GQS). ChatGPT-4 outperformed Google 

Gemini by providing both faster and more accurate responses. 

3. Data 

The data for this study were obtained from purchase requisitions entered through the ERP system of a three-shift 

manufacturing organization. Requisitions were recorded instantaneously using generative AI APIs. The 

purchasing personnel and three generative AI tools (ChatGPT-4.5, Gemini, and CoPilot) classified the collected 

data as ―urgent,‖ ―normal,‖ and ―not urgent.‖ The classifications of the AI tools were compared with those of 

the procurement staff. 

Individuals or organizations must provide accurate and meaningful data for a specific job to fully exploit 

generative AI's potential (Brynjolfsson et al., 2023, pp. 7-8). Therefore, the same custom prompt was used for 

all AI tools in the study. The prompt was prepared by considering the following criteria: 

 Is the requested material production-related? 
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 Are there time constraints? 

 What is the type of material (e.g., machine, bearing, raw material, office product)? 

 Is it related to a breakdown or repair? 

 Was the request made by management? 

 Is the request a periodic purchase (e.g., contracts, consultancies)? 

4. Findings 

The 100 purchase requests in the study were subjected to a triple classification as ―urgent‖, ‗normal‘ and ―not 

urgent‖ by three artificial intelligence models. The purchasing personnel also classified the exact requests 

through ERP. In addition, binary classification into "urgent" and "normal" was also performed with the same 

data. 

Table 1: Confusion Matrix for the Three Models 

Model Actual \ Estimate Urgent Normal Not Urgent 

ChatGPT 

Urgent 14 13 6 

Normal 8 32 8 

Not Urgent 0 12 7 

CoPilot 

Urgent 17 15 1 

Normal 3 41 4 

Not Urgent 1 15 3 

Gemini 

Urgent 14 19 0 

Normal 3 35 10 

Not Urgent 0 7 12 

According to Table 1, the success of the models in recognizing the "normal" class is remarkable. Of the 45 

"normal" requests identified by the procurement staff, ChatGPT correctly classified 32 (71%), CoPilot 41 

(91%), and Gemini 35 (77%). In terms of overall accuracy, CoPilot stands out as the most successful model; 

however, it needs improvement in the "not urgent" class. Gemini is the most successful model in this class. 

ChatGPT, conversely, exhibits significant confusion, especially with the "not urgent" class, and has difficulty 

distinguishing between classes in general. 

Based on the confusion matrix data, the metrics of the triple classification are presented in Table 2. 

Table 2: Three-Class Classification Metrics 

 Accuracy Precision Recall F1-Score Cohen's Kappa 

ChatGPT 0.53 0.76 0.45 0.57 0.23 

CoPilot 0.61 0.57 0.75 0.65 0.32 

Gemini 0.61 0.42 0.39 0.39 0.36 

The results reported in Table 2 indicate that CoPilot has the highest accuracy of 61% and exhibits balanced 

classification performance. ChatGPT can be considered a cautious model choice that avoids misclassifications. 

Gemini is the least preferred model due to its low Precision and Recall values. Due to the low metrics obtained 

in the triple classification, the analysis was repeated using the "normal" and "urgent" binary classification 

currently adopted by the enterprise. The same 100 demands were reclassified with three models. To eliminate 

the effect of the previous classification, the memory of the models was reset, and the prompt was reorganized. 

The results obtained are presented in Table 3. 

Table 3: Binary Classification Metrics 

 
Accuracy Precision Recall  F1-Score  Cohen's Kappa 

ChatGPT 0.81 0.81 0.71 0.74 0.48 

CoPilot 0.83 0.82 0.75 0.78 0.56 

Gemini 0.81 0.81 0.71 0.74 0.48 
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The results reported in Table 3 indicate that the CoPilot model has the highest performance in all metrics. It is 

the most reliable and consistent model with 83% accuracy and a Cohen's Kappa value of 0.56. The high Recall 

and F1-score values indicate that the model accurately captures many positive examples. ChatGPT and Gemini 

produced similar results with 81% accuracy and a Cohen's Kappa value of 0.48. A Cohen's Kappa value 

between 0.41 and 0.60 is considered a moderate level of agreement (Crewson, 2005). Based on the binary 

classification metrics, it can be seen that all three models classify successfully. 

The correct and incorrect answers generated by AI tools were tested for independence using the Pearson Chi-

square test at both three-fold and two-fold classification levels. The tests were conducted using the IBM SPSS 

25 software package. 

When evaluating the three-fold classification results, a significant correlation was found between the correct and 

incorrect answers provided by ChatGPT and CoPilot for 100 questions (χ² = 9.927, p = 0.002). This indicates 

that the responses from the two AI systems are not independent and display similar patterns of correct or 

incorrect answers. In other words, when one system provides a correct answer, the probability that the other 

system will also provide a correct answer increases significantly. However, no statistically significant difference 

was observed in comparisons between ChatGPT and Gemini (p = 0.154) or between Gemini and CoPilot (p = 

0.834). These findings suggest that while CoPilot performs better than ChatGPT, its performance is comparable 

to that of Gemini. 

In the binary classification scenario, the Pearson Chi-square test of independence also indicated a statistically 

significant relationship between the correct and incorrect responses from ChatGPT and CoPilot (χ² = 6.545, p = 

0.011). Likewise, the comparison results for ChatGPT and Gemini (χ² = 6.545, p = 0.011) and for CoPilot and 

Gemini (χ² = 100.00, p < 0.001) demonstrated significant relationships. All comparisons among the generative 

AI tools in binary classification illustrate a significant correlation concerning correct and incorrect responses. 

There is notably high response consistency, especially between CoPilot and Gemini. 

Conclusion 

The purchasing process is among the most important for a business. Especially in production enterprises, in 

terms of production planning, regular and balanced purchasing processes should be carried out and monitored. 

Moreover, artificial intelligence is supposed to be used as a supportive tool in these processes. Thus, this study 

examines the usability of artificial intelligence tools as decision support in prioritizing the purchase requests 

generated by users in a manufacturing enterprise. In accordance with this purpose, three large language models: 

ChatGPT, CoPilot, and Gemini, were tested on 100 requisitions classified by human experts. First, the 

classification performance of each model was evaluated in the categories of "Urgent," "Normal," and "Not 

Urgent," and subsequently in "Urgent" and "Normal," using various metrics (accuracy, Cohen's Kappa, 

precision, recall, F1-score). 

The study's findings show that the successful classification percentages of ChatGPT, CoPilot, and Gemini were 

53%, 61%, and 61%, respectively. Although CoPilot and Gemini seem to have the same correct classification 

success, it can be interpreted that they should be the least preferred due to their low precision and recall values. 

ChatGPT seems to be a cautious model that avoids misclassifications according to metrics. On the other hand, in 

the binary classification experiments, the highest accuracy was obtained by the CoPilot model (0.83), followed 

closely by ChatGPT (0.81) and Gemini (0.81). CoPilot seems to be the model with the highest accuracy and 

consistency, achieving the highest success rate for both classifications.  The notably lower performance metrics 

than the three-class classification can be attributed to data imbalance and class overlap. The scarcity of examples 

representing some classes limited model learning, and the semantic proximity between the ―Normal‖ and ―Not 

Urgent‖ categories increased misclassification rates. Moreover, the absence of contextual business data—such 

as stock levels, production schedules, and procurement lead times—restricted the models‘ ability to infer actual 

priority levels accurately. Nevertheless, all three models demonstrated high performance in binary classification, 

indicating their robustness when the decision boundary is more precise. On the other hand, the relationships 

among the generative artificial intelligence tools were statistically evaluated using the Pearson Chi-Square test 

of independence, at both triple and binary classification levels. The triple classification analysis identified a 

significant association between ChatGPT and Copilot (χ² =9.927, p=0.002). However, no statistically significant 

relationships were found between ChatGPT and Gemini (p=0.154) or between Copilot and Gemini (p=0.834). In 

the binary classification analysis, the association between ChatGPT and Copilot remained statistically 

significant (χ² =6.545, p=0.011); a significant association was also observed between ChatGPT and Gemini 

(χ²=6.545, p=0.011). The strongest association was detected between Copilot and Gemini (χ² =100.000, 

p<0.001), indicating a high degree of consistency and similarity in their response patterns. These findings 

demonstrate that the distributions of correct and incorrect responses among generative AI tools are significantly 

interrelated, with powerful alignment observed between Copilot and Gemini regarding response consistency and 

decision-making behavior. 
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Previous studies have shown varying accuracy rates for different AI models. Şensoy and Çıtırık (2025) reported 

that ChatGPT-3.5 achieved an accuracy rate of 68.8%, CoPilot reached 56.3%, and Gemini scored 43.8%. In 

contrast, Aydın et al. (2024) found that Gemini had an accuracy of 87.5%, while ChatGPT-3.5 had 45%, 

ChatGPT-4.0 had 52.5%, and CoPilot achieved 60%. Additionally, Gelmiş et al. (2025) demonstrated that 

ChatGPT-4 0 outperformed Gemini in their comparison. Overall, these studies indicate that different tools can 

have varying levels of success, supporting the conclusion that no generative AI model consistently outperforms 

others across all classification contexts. Furthermore, data quality and task design appear to be the primary 

factors influencing success. 

The study provides an example of the use of generative artificial intelligence in enterprise business processes. 

For a problem such as the procurement process, this study makes important contributions to the literature and 

practice. However, the study has some limitations. The sample size is relatively small, and the internal decision 

mechanisms of the models are not inexplicable. In addition, classifications made without access to contextual 

business data (inventory status, production plan, lead time, etc.) can sometimes lead to inaccurate results. 

When incorporating this work into corporate operations, it is crucial to consider several ethical and security 

issues. Relying solely on generative AI tools for critical decision-making poses risks related to transparency, 

accountability, and bias. The "black box" nature of generative AI systems raises questions about who will take 

responsibility in the event of an unfavorable outcome. Additionally, since these systems learn from past 

transactions, they are significantly influenced by biased or incomplete datasets. 

From a security standpoint, directly integrating generative AI tools with ERP systems requires specific measures 

to safeguard data privacy and security. Sharing sensitive business information, such as purchasing data, with 

third-party AI providers can increase the risk of data leaks. Therefore, it is essential to implement necessary 

precautions, such as data anonymization and encryption. 

Moreover, the results generated by AI tools should be verified under human supervision. Preventing operational 

disruptions caused by misclassifications is vital for maintaining continuous processes. This study suggests that 

generative AI tools are better suited for decision support when supervised by expert personnel, rather than being 

used autonomously in purchasing processes. CoPilot, which shows higher classification accuracy, may be 

preferred in critical production environments, while ChatGPT and Gemini offer different integration models. 

Regardless of the tool selected, all necessary precautions must be taken. Future research could replicate similar 

analyses with larger datasets, utilize specially trained AI models, and explore hybrid decision systems based on 

human-AI collaboration. Additionally, studies could consider other factors, such as speed, ease of integration, 

and cost, alongside the accuracy of classification. 
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