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Abstract

In this paper we consider the problem of estimation of population mean in circular systematic sampling design along with the non-response problem. For the population mean using auxiliary information three generalized classes of estimators are suggested. The biases and the mean square errors of the suggested classes of estimators are obtained and compared with sample mean, linear regression estimators, [23] estimator and [21] estimators. A numerical study is provided to show that the proposed classes of estimators based on circular systematic design can be more efficient than the estimators based on simple random sampling. Moreover, a simulation study is accomplished when some population parameters are assumed to be unknown.
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1. Introduction

Systematic sampling is a simple scheme in which the sample selection is based on one random start i.e. from a finite population of \( N \) units, the first unit is selected randomly from the first \( k \) units and every \( k \)th unit thereafter, assuming that the sample size \( n \) satisfies \( N = nk \), for some integer \( k \). Generally most of the systematic sampling methods considered in the literature are based on this assumption to obtain estimators for estimating the population mean of the variable of interest, see for instance [30], [13], [18], [22], [24] and references therein. In various situations this systematic sampling, called linear systematic sampling, provides more efficient estimates than simple random sampling and/or stratified random sampling for certain types of population [see [2], [7] etc.]. Nowadays, systematic sampling design is becoming more popular than simple random sampling due to its simplicity and effective accessibility. Recently, [20], [23], [19], [27] and [28] suggested some classes of estimators for estimation of the population mean using this design.

However this sampling design has some drawbacks, such as the impossibility to get an unbiased estimator of the variance of the sample mean on the basis of a single sample. Moreover, if \( k \) is not an integer then there will be dissimilarity between the actual sample size and the specified one. As a consequence, the resulting sample mean will be a biased estimator of the population mean. To tackle these problems, [5] suggested a multi-start systematic sampling. [12] proposed different partially systematic sampling procedures. Afterwards, [10] developed a circular systematic sampling method for obtaining unbiased estimators for the population mean of the study variable when the population size is not a multiple of the sample size. [26] proposed the additional circular systematic sampling when the populations reveal linear and parabolic trends. Later, [11] have proposed estimators under balanced circular systematic sampling and centered circular systematic sampling when population trend is linear or parabolic. Circular systematic sampling can be used in both cases, whether \( k \) is an integer or not.

The present study aims to give some contribution on this subject. For this purpose, taking motivation from [3] and [21], three classes of estimators are modified for the estimation of the population mean of the variable of interest, using the auxiliary information in circular systematic sampling design, considering the possibility that non-response may (or may not) present in the study variable.

2. Notations and background

Let us assume that \( U \) be a finite population consists of \( N \) distinct units labelled from 1 to \( N \) in some order and \( n \) be a fixed sample size. Let \( Y \) and \( X \) be the study and the auxiliary variables having values \( y_{ij} \) and \( x_{ij} \) \((i = 1, \ldots, N \quad \text{and} \quad j = 1, \ldots, n)\). As the aim of the present paper is the estimation of the unknown population mean \( \bar{Y} \), we consider the circular systematic sampling (CSS), proposed by [10], to collect information of the variables \( Y \) and \( X \). In this design, let the sample interval \( k \) is defined as follows

\[
k = \begin{cases} 
\text{INT} \left( \frac{N}{n} \right), & \text{if } \left( \frac{N}{\text{INT}(\frac{N}{n})+1} \right) \text{ is an integer}, \\
\text{INT} \left( \frac{N}{n} + \frac{1}{2} \right), & \text{otherwise},
\end{cases}
\]

where INT(.) denotes the truncated integer of the mentioned quantity [17].

As well known, this choice of \( k \) ensures good properties:

i- the sample size is the same for all samples;
ii- the sample mean is an unbiased estimator of the population mean;
iii- the first order probabilities of inclusion are the same for all units;
iv- each sample is without replacement.
Let $s_i$ be the $i$th possible sample of size $n$ with a start $i$, randomly selected from 1 to $N$, consists of units selected by the following procedure

$$
\text{Label} = \begin{cases} 
  i + (j-1)k, & 1 \leq i + (j-1)k \leq N, \\
  i + (j-1)k - N, & N < i + (j-1)k.
\end{cases}
$$

for $i = (1, \ldots, N)$ and $j = (1, \ldots, n)$.

In this way, we may draw $N$ circular systematic samples, each of size $n$, as displayed in the following table

**Table 1. Possible Circular Systematic Samples**

<table>
<thead>
<tr>
<th>sample number</th>
<th>1</th>
<th>2</th>
<th>\ldots</th>
<th>i</th>
<th>\ldots</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_1$</td>
<td>$u_2$</td>
<td>$u_i$</td>
<td>$u_N$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_{k+1}$</td>
<td>$u_{k+2}$</td>
<td>$u_{k+i}$</td>
<td>$u_{2N}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td>$\vdots$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_{(n-1)k+1}$</td>
<td>$u_{(n-1)k+2}$</td>
<td>$u_{(n-1)k+i}$</td>
<td>$u_{nN}$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

From this $N$ possible CSS, a sample of size $n$ is selected randomly to observe $Y$ and $X$. The sample means $\bar{y}_{\text{CSS}} = \frac{\sum_{j=1}^n y_{ij}}{n}$ and $\bar{x}_{\text{CSS}} = \frac{\sum_{j=1}^n x_{ij}}{n}$ are unbiased estimators of the population means $\bar{Y} = \frac{\sum_{j=1}^N y_{ij}}{N}$ and $\bar{X} = \frac{\sum_{j=1}^N x_{ij}}{N}$ respectively. The variance of $\bar{y}_{\text{CSS}}$ and $\bar{x}_{\text{CSS}}$ can be expressed as

\begin{align}
V(\bar{y}_{\text{CSS}}) &= \left(\frac{N-1}{N}\right) \left[1 + (n-1)\rho_y\right] \frac{S^2_y}{n} = \tilde{S}^2_y \\
V(\bar{x}_{\text{CSS}}) &= \left(\frac{N-1}{N}\right) \left[1 + (n-1)\rho_x\right] \frac{S^2_x}{n} = \tilde{S}^2_x,
\end{align}

where

$$
S^2_y = \frac{\sum_{i=1}^N \sum_{j=1}^n (y_{ij} - \bar{Y})^2}{n(n-1)}, \quad S^2_x = \frac{\sum_{i=1}^N \sum_{j=1}^n (x_{ij} - \bar{X})^2}{n(n-1)},
$$

with

$$
\rho_y = \frac{2}{n(n-1)(N-1)S^2_y} \sum_{i} \sum_{j < u} (y_{ij} - \bar{Y})(y_{iu} - \bar{Y})
$$

and

$$
\rho_x = \frac{2}{n(n-1)(N-1)S^2_x} \sum_{i} \sum_{j < u} (x_{ij} - \bar{X})(x_{iu} - \bar{X}),
$$

where $(\rho_y, \rho_x)$ are intraclass correlation coefficients between pairs of units within the CSS for $Y$ and $X$, respectively.

We can define covariance as

\begin{align}
\text{Cov}(\bar{y}_{\text{CSS}}, \bar{x}_{\text{CSS}}) &= \left(\frac{N-1}{N}\right) \left[1 + (n-1)\rho_y\right] \frac{1}{2} \left[1 + (n-1)\rho_x\right] \frac{S_{yx}}{n} = \tilde{S}_{yx},
\end{align}

where

$$
S_{yx} = \frac{\sum_{i=1}^N \sum_{j=1}^n (y_{ij} - \bar{Y})(x_{ij} - \bar{X})}{n(N-1)}.
$$
We can also represent (2.1), (2.2) and (2.3) as
\[ V(\bar{y}_{\text{css}}) = \tilde{S}_y^2 = \bar{Y}^2 \tilde{C}_y^2, \quad V(\bar{x}_{\text{css}}) = \tilde{S}_x^2 = \bar{X}^2 \tilde{C}_x^2 \]
and
\[ \text{Cov}(\bar{y}_{\text{css}}, \bar{x}_{\text{css}}) = \tilde{S}_{yx} = \bar{Y} \bar{X} \tilde{C}_{yx}. \]
Considering that regression estimators are always better than ratio estimators, at least asymptotically, we can consider linear regression estimators based on CSS as benchmark for making comparison with our suggested classes of estimators.

2.1. Regression estimator with known \( \bar{X} \). The linear regression estimator of the population mean \( \bar{Y} \) based on CSS with known \( \bar{X} \) can be defined as
\[ \bar{y}_{(1)c} = \bar{y}_{\text{css}} + \hat{\beta}_{yx}(\bar{X} - \bar{x}_{\text{css}}), \]
where \( \hat{\beta}_{yx} = \frac{s_{yx}}{s_x^2} \) is an estimator of the population regression coefficient \( \beta_{yx} \) with
\[ s_{yx} = \frac{1}{n-1} \sum^n (y_{ij} - \bar{y}_{\text{css}})(x_{ij} - \bar{x}_{\text{css}}) \quad \text{and} \quad s_x^2 = \frac{1}{n-1} \sum^n (x_{ij} - \bar{x}_{\text{css}})^2. \]

The mean square error of \( \bar{y}_{(1)c} \) is given by
\[ \text{MSE}(\bar{y}_{(1)c}) = \tilde{S}_{yx}^2 \left( 1 - \tilde{\rho}_{yx}^2 \right), \]
where \( \tilde{\rho}_{yx} = \frac{s_{yx}}{s_x s_y}. \)

2.2. Regression estimator with unknown \( \bar{X} \). When the population mean \( \bar{X} \) is unknown, a two-phase sampling design is used. In the first phase, the population is divided into \( N \) clusters of size \( n \), each according to CSS, and select randomly \( m \) distinct clusters (1 \( m \) \( k \)) to estimate \( \bar{X} \) only. In the second phase, a cluster is selected randomly from \( m \) circular systematic samples to estimate \( \bar{Y} \). Hence, the analogue of \( \bar{y}_{(1)c} \), with unknown \( \bar{X} \), can be defined as
\[ \bar{y}_{(2)c} = \bar{y}_{\text{css}} + \hat{\beta}_{yx}(x'_{\text{css}} - \bar{x}_{\text{css}}), \]
where \( x'_{\text{css}} = \frac{\sum^m \sum^n x_{ij}}{mn} \).

We can define
\[ V(\bar{x}'_{\text{css}}) = \text{Cov}(\bar{x}'_{\text{css}}, \bar{x}_{\text{css}}) = \left( \frac{N-1}{N} \right) \left[ 1 + (n-1)\rho_x \right] \frac{S_x^2}{nm} = \frac{\tilde{S}_x^2}{m} \]
and
\[ \text{Cov}(\bar{y}_{\text{css}}, \bar{x}'_{\text{css}}) = \left( \frac{N-1}{N} \right) \left[ 1 + (n-1)\rho_y \right] \frac{1}{2} \left[ 1 + (n-1)\rho_x \right] \frac{S_{yx}}{nm} = \frac{\tilde{S}_{yx}}{m}. \]

The mean square error of \( \bar{y}_{(2)c} \) is given by
\[ \text{MSE}(\bar{y}_{(2)c}) = \tilde{S}_{yx}^2 \left( 1 - \tilde{\rho}_{yx}^2 \right), \]
where
\[ \tilde{S}_x^2 = \left( \frac{m-1}{m} \right) \tilde{S}_x^2 \quad \text{and} \quad \tilde{S}_{yx} = \left( \frac{m-1}{m} \right) \tilde{S}_{yx}. \]
3. Modified classes of estimators

In this Section, we introduce three general classes of estimators for estimating the population mean \( \bar{Y} \) using the auxiliary variable \( X \) based on the CSS. The first class is modified by taking motivation from [3], while the second class is motivated from [21] (hereafter SS). We consider Diana et al. and SS classes of estimators because these are more efficient than the regression estimator in simple random sampling without replacement (SRSWOR).

3.1. First class.

3.1.1. Assuming \( X \) known. Diana et al. [3] have proposed a general class of biased estimators of the population mean \( \bar{Y} \) using known mean \( \bar{X} \) in SRSWOR. We take motivation and propose a class of estimators in CSS assuming \( \bar{X} \) is known

\[
T_1 = \left[ w_1 \bar{Y}_{\text{css}} + w_2 (\bar{X} - \bar{x}_{\text{css}}) \right] \exp \left( \lambda \left( \frac{\bar{X} - \bar{x}_{\text{css}}}{\bar{X} + \bar{x}_{\text{css}}} \right) \right),
\]

where \( \lambda \) being a constant takes values (0, 1, -1) for designing different estimators and \((w_1, w_2)\) are suitably chosen constants.

Expressing the class \( T_1 \) in terms of \( \delta \)'s, we have

\[
T_1 = \left[ w_1 \bar{Y}(1 + \delta_y) - w_2 \bar{X} \delta_x \right] \exp \left\{ -\frac{\lambda \delta_x}{2} \left( 1 + \frac{\delta_x}{2} \right)^{-1} \right\},
\]

where

\[ \delta_y = \frac{(\bar{Y}_{\text{css}} - \bar{Y})}{\bar{Y}} \quad \text{and} \quad \delta_x = \frac{\bar{x}_{\text{css}} - \bar{X}}{\bar{X}}. \]

Now expanding \( T_1 \) in a first order Taylor’s series, we get

\[
T_1 \cong \left[ w_1 \bar{Y} + w_1 \bar{Y} \delta_y - w_2 \bar{X} \delta_x - \frac{w_1 \bar{Y} \lambda \delta_y \delta_x}{2} + \frac{w_2 \bar{X} \lambda \delta_x^2}{2} + w_1 \left( \frac{\lambda}{4} + \frac{\lambda^2}{8} \right) \delta_x^2 \right].
\]

To obtain the bias and the mean square error, let us define

\[ E(\delta_y) = E(\delta_x) = 0, \]

\[ E(\delta_y^2) = C_y, \quad E(\delta_x^2) = C_x \quad \text{and} \quad E(\delta_y \delta_x) = C_{yx}. \]

From now onward, we consider the bias and the mean square error (MSE) of the considered estimators by using a first order Taylor series [29].

The bias and the mean square error of \( T_1 \) are given by

\[
\text{Bias}(T_1) = \bar{Y}(w_1 - 1) + \left[ \frac{w_2 \lambda \bar{X}}{2} + w_1 \bar{Y} \left( \frac{\lambda}{4} + \frac{\lambda^2}{8} \right) \right] \bar{C}_x - \frac{w_1 \lambda \bar{Y}}{2} \bar{C}_{yx},
\]

and

\[
\text{MSE}(T_1) = \bar{Y}^2(w_1 - 1)^2 + w_1^2 \bar{Y}^2 \bar{C}_y + w_1 \bar{Y} \left( 2w_2 \bar{X} + (2w_1 - 1) \lambda \bar{Y} \right) \bar{C}_{yx} + \frac{4w_1^2 \bar{X}^2 + 4w_2 \bar{Y} \bar{X} \lambda (2w_1 - 1) + w_1 \bar{Y}^2 \lambda (2w_1 \lambda + 1) - \lambda - 2}{4} \bar{C}_x.
\]

Now we can minimize the mean square error of \( T_1 \) to get the optimum values of the constants \( w_1 \) and \( w_2 \)

\[
w_1 = \frac{\bar{C}_x \left[ \lambda(3\lambda - 2)\bar{C}_x - 8 \right]}{4 \left( \lambda(\lambda - 1)\bar{C}_x^2 - 2\bar{C}_x(\bar{C}_y + 1) + 2\bar{C}_{yx} \right)} = w'_1 \text{ (say)}
\]
and
\[ w_2 = -\frac{\hat{Y} \left[ \lambda^2 \bar{C}_{xy}^2 + \lambda \bar{C}_{xy}^2 \left( 4\bar{C}_{yy}^2 + (2-3\lambda)\bar{C}_{yx} - 4 \right) - 4\bar{C}_{yx}(\lambda\bar{C}_{yx} - 2) \right]}{4\bar{X} \left[ \lambda(\lambda - 1)\bar{C}_{xy}^2 - 2\bar{C}_{xy}^2(\bar{C}_{yy}^2 + 1) + 2\bar{C}_{yx}^2 \right]} = w_2^* \text{(say)}. \]

The minimum mean square error of \( T_1 \) can be written as
\[
(3.6) \quad \min \text{MSE}(T_1) = \frac{\hat{Y}^2 \left[ \lambda^2(\lambda - 2)^2\bar{C}_{xy}^2 + 16\lambda^2\bar{C}_{yy}^2\bar{C}_{xy} - 16\bar{C}_{yx}(4\bar{C}_{yy}^2 + \lambda^2\bar{C}_{yx}^2) + 64\bar{C}_{yx}^2 \right]}{32 \left[ \lambda(\lambda - 1)\bar{C}_{xy}^2 - 2\bar{C}_{xy}^2(\bar{C}_{yy}^2 + 1) + 2\bar{C}_{yx}^2 \right]},
\]
or, using (5)
\[
(3.7) \quad \min \text{MSE}(T_1) = \frac{\hat{Y}^2\lambda^2(\lambda - 2)^2\bar{C}_{xy}^2 + 16(\lambda\bar{C}_{yx}^2 - 1)\text{MSE}(\hat{Y}^2)\bar{C}_{yx}^2}{\lambda(\lambda - 1)\bar{C}_{xy}^2 - 2 \left( 1 + \frac{\text{MSE}(\hat{Y}^2)\bar{C}_{yx}^2}{\hat{Y}^2} \right)}.
\]

### 3.1.2. Assuming \( \bar{X} \) unknown

Now suppose \( \bar{X} \) unknown, the analogue of \( T_1 \) becomes
\[
(3.8) \quad T_{1(2)} = \left[ w_1\bar{y}_{\text{css}} + w_2(\bar{x}'_{\text{css}} - \bar{x}_{\text{css}}) \right] \exp \left( \frac{\lambda(\bar{x}'_{\text{css}} - \bar{x}_{\text{css}})}{\bar{x}_{\text{css}} + \bar{x}_{\text{css}}} \right)
\]
\[
(3.9) \quad = \left[ w_1\bar{Y}(1 + \delta_y) + w_2\bar{X}(\delta_x' - \delta_x) \right] \exp \left\{ \frac{\lambda(\delta_x'y - \delta_x)}{2} \left( 1 + \frac{\delta_x' + \delta_x}{2} \right)^{-1} \right\},
\]
where
\[
\delta_x' = \frac{(\bar{x}'_{\text{css}} - \bar{X})}{\bar{X}}, \quad E(\delta_x') = 0,
\]
\[
E(\delta_x'^2) = E(\delta_x'y\delta_x) = \frac{\bar{C}_{xy}}{m} \quad \text{and} \quad E(\delta_x'y\delta_x') = \frac{\bar{C}_{yx}}{m}.
\]

The bias and the mean square error of \( T_{1(2)} \) can be written as
\[
(3.10) \quad \text{Bias}(T_{1(2)}) = \hat{Y}(w_1 - 1) + \left[ \frac{w_1\lambda\bar{X}}{2} + w_1\hat{Y} \left( \frac{\lambda^2}{4} + \frac{\lambda^3}{8} \right) \right] \bar{C}_{xy} - \frac{w_1\lambda\bar{Y}}{2} \bar{C}_{yx}
\]
and
\[
(3.11) \quad \text{MSE}(T_{1(2)}) = \hat{Y}^2(1 - w_1)^2 + w_1^2\bar{y}^2 + \left[ 4w_2^2\bar{X}^2 + 4w_2\bar{X}\lambda(w_1 - 1) + w_1\hat{Y}^2\lambda(w_1(\lambda + 1) - \lambda - 2) \right] \bar{C}_{yx}^2
\]
with
\[
\bar{C}_{xy}^2 = \frac{S_{xy}^2}{\bar{X}^2} \quad \text{and} \quad \bar{C}_{yx}^2 = \frac{S_{yx}}{\bar{Y} \bar{X}}.
\]

We can obtain the minimum mean square error of \( T_{1(2)} \) when
\[
w_1 = \frac{\bar{C}_{xy}^2 \left[ \lambda(3\lambda - 2)\bar{C}_{yx}^2 - 8 \right]}{4 \left[ \lambda(\lambda - 1)\bar{C}_{xy}^2 - 2\bar{C}_{xy}^2(\bar{C}_{yy}^2 + 1) + 2\bar{C}_{yx}^2 \right]} = w_1^* \text{(say)}
\]
and
\[
w_2 = -\frac{\hat{Y} \left[ \lambda^2\bar{C}_{xy}^4 + \lambda\bar{C}_{xy}^2 \left( 4\bar{C}_{yy}^2 + (2-3\lambda)\bar{C}_{yx} - 4 \right) - 4\bar{C}_{yx}(\lambda\bar{C}_{yx} - 2) \right]}{4\bar{X} \left[ \lambda(\lambda - 1)\bar{C}_{xy}^2 - 2\bar{C}_{xy}^2(\bar{C}_{yy}^2 + 1) + 2\bar{C}_{yx}^2 \right]} = w_2^* \text{(say)}.
\]
The minimum mean square error of $T_{1(2)}$ can be written as

$$
\min \text{MSE}(T_{1(2)})
$$

(3.12) $\frac{Y^2 \left[ \lambda^2 (\lambda - 2)^2 \bar{C}_x^6 + 16 \lambda^2 \bar{C}_x^2 \bar{C}_x^4 - 16 \bar{C}_x^2 (4 \bar{C}_x^2 + \lambda^2 \bar{C}_{yx}) + 64 \bar{C}_{yx}^2 \right]}{32 \left[ \lambda (\lambda - 1) \bar{C}_x^4 - 2 \bar{C}_x^2 (\bar{C}_x^2 + 1) + 2 \bar{C}_{yx}^2 \right]}$.

By using (2.9), minimum MSE of $T_{1(2)}$ can be expressed as

(3.13) $\frac{Y^2 \lambda^2 (\lambda - 2)^2 \bar{C}_x^4 + 16 (\lambda \bar{C}_x^2 - 1) \text{MSE}(\bar{y}_{1(2)c})}{\lambda (\lambda - 1) \bar{C}_x^2 - 2 \left( 1 + \frac{\text{MSE}(\bar{y}_{1(2)c})}{Y^2} \right)}$.

From [(3.4), (3.1)] and [(3.7), (3.13)], it can be observed that the bias and the minimum mean square error of $T_1$ and $T_{1(2)}$ look similar. However, the dissimilarity exists only in terms $(\bar{C}_x^2, \bar{C}_{yx})$ and $(\bar{C}_x^2, \bar{C}_{yx})$ due to single and two-phase sampling.

### 3.2. Second class.

#### 3.2.1. Assuming $X$ known.

Motivated by SS [21], the following class of estimators has been defined for the population mean $\bar{Y}$ assuming that $X$ is known

(3.14) $T_2 = \bar{y}_{\text{ks}} \left[ w_1 \left( \frac{X}{x_{\text{css}}} \right)^n + w_2 \exp \left( \frac{\lambda (X - x_{\text{css}})}{X + x_{\text{css}}} \right) \right]$, 

where $(\lambda, \eta)$ being constants take values $(0, 1, -1)$ for designing different estimators and $(w_1, w_2)$ are suitably chosen constants.

(3.15) $T_2 = \bar{Y} \left[ w_1 (1 + \delta_y) \left[ w_1 (1 + \delta_x)^{-\eta} + w_2 \exp \left( - \frac{\lambda \delta_x}{2} \left( 1 + \frac{\delta_x}{2} \right)^{-1} \right) \right] \right]$.

Expanding $T_2$ in a first order Taylor’s series, we get

(3.16) $T_2 \cong w_1 \bar{Y} \left( 1 + \delta_y - \eta (\delta_x + \delta_y \delta_x) + \frac{\eta (\eta + 1)}{2} \delta_x^2 \right)$

$+ w_2 \bar{Y} \left( 1 + \delta_y - \frac{\lambda}{2} (\delta_x + \delta_y \delta_x) + \frac{\lambda (\lambda + 2)}{8} \delta_x^2 \right)$.

The bias and the mean square error of $T_2$ are given by

(3.17) Bias($T_2$) $= \bar{Y} \left[ w_1 \left( 1 + \frac{\eta}{2} \left( \frac{\eta + 1}{2} \bar{C}_x^2 - 2 \bar{C}_{yx} \right) \right) \right]$ = $\bar{Y} \left[ w_2 \left( 1 + \frac{\lambda}{8} \left( \frac{\lambda + 2}{2} \bar{C}_x^2 - 4 \bar{C}_{yx} \right) \right) \right] - 1$.

and

(3.18) MSE($T_2$) $= \bar{Y}^2 \left[ w_1^2 A + w_1 w_2 B + 2 w_1 w_2 D - 2 w_1 B - 2 w_2 E \right]$, 

where

$$A = 1 + \bar{C}_x^2 + (2 \eta^2 + \eta) \bar{C}_x^2 - 4 \eta \bar{C}_{yx},$$

$$B = 1 + \frac{1}{2} (\eta^2 + \eta) \bar{C}_x^2 - \eta \bar{C}_{yx},$$

$$C = 1 + \bar{C}_x^2 + \frac{1}{2} (\lambda^2 + \lambda) \bar{C}_x^2 - 2 \lambda \bar{C}_{yx},$$

$$D = 1 + \bar{C}_x^2 + \frac{1}{8} ((2 \eta + \lambda)^2 + 2(2 \eta + \lambda)) \bar{C}_x^2 - (2 \eta + \lambda) \bar{C}_{yx}.$$
and
\[ E = 1 + \frac{1}{8} \left( \lambda^2 + 2\lambda \right) \bar{C}_x^2 - \frac{1}{2} \lambda \bar{C}_{yz}. \]

The mean square error of \( T_2 \) will be minimum when
\[ w_1 = \frac{BC - DE}{AC - D^2} = w_1^0 \text{ (say)} \quad \text{and} \quad w_2 = \frac{AE - BD}{AC - D^2} = w_2^0 \text{ (say)}. \]

We can write the minimum MSE of \( T_2 \) as
\[ (3.19) \quad \min \text{MSE}(T_2) = Y^2 \left[ 1 - \frac{B^2 C - 2BCD + AE^2}{AC - D^2} \right]. \]

3.2.2. Assuming \( \bar{X} \) unknown. Now assuming that \( \bar{X} \) is unknown, then the analogue of \( T_2 \) becomes
\[ (3.20) \quad T_{2(2)} = \bar{x}_{\text{css}} \left[ w_1 \left( \frac{x_{\text{css}}}{\bar{x}_{\text{css}}} \right)^{\eta} + w_2 \exp \left( \frac{\lambda(x_{\text{css}} - \bar{x}_{\text{css}})}{x_{\text{css}} + \bar{x}_{\text{css}}} \right) \right]. \]

The bias and the mean square error of \( T_{2(2)} \) will be almost similar to \( T_2 \). The difference between the bias and MSE of \( T_2 \) and \( T_{2(2)} \) will be the same like the difference between \( T_1 \) and \( T_{1(2)} \) explained in Section 3.1. Therefore, replacing the terms \( (\bar{C}_x^2, \bar{C}_{yz}) \) in (3.17) and (3.19) by \( (\tilde{C}_x^2, \tilde{C}_{yz}) \), we can get the bias and the minimum mean square error of \( T_{2(2)} \).

3.3. Third class.

3.3.1. Assuming \( \bar{X} \) known. Taking motivation from the classes \( T_1 \) and \( T_2 \), the following class of estimators has been proposed with known \( \bar{X} \)
\[ (3.21) \quad T_3 = \bar{x}_{\text{css}} \left[ w_1 + w_2(\bar{X} - \bar{x}_{\text{css}}) \right] \exp \left( \frac{\lambda(\bar{X} - \bar{x}_{\text{css}})}{\bar{X} + \bar{x}_{\text{css}}} \right), \]

where \( (\lambda, w_1, w_2) \) are defined earlier.

Now using the first order Taylor series to expand \( T_3 \) as
\[ (3.22) \quad T_3 \cong \hat{Y} \left[ w_1 + w_1 \delta_y - \frac{(w_1 \lambda + 2w_2 \bar{X})}{2} \delta_x - \frac{(w_1 \lambda + 2w_2 \bar{X})}{2} \delta_y \delta_x \right] + \hat{Y} \left[ \frac{w_2 \lambda X}{2} \delta_x^2 + w_1 \left( \frac{\lambda}{4} + \frac{\lambda^2}{8} \right) \delta_x^2 \right]. \]

The bias and the mean square error of \( T_3 \) are given by
\[ (3.23) \quad \text{Bias}(T_3) = \hat{Y} \left[ (w_1 - 1) + \left\{ \frac{w_2 \lambda \bar{X}}{2} + w_1 \left( \frac{\lambda}{4} + \frac{\lambda^2}{8} \right) \bar{C}_x^2 \right\} \right] \]
\[ \quad - \hat{Y} \left[ (w_1 \lambda + 2w_2 \bar{X}) \tilde{C}_{yz} \right] \]
and
\[ (3.24) \quad \text{MSE}(T_3) = \hat{Y}^2 \left[ (w_1 - 1)^2 + w_1^2 \hat{Y}^2 \bar{C}_x^2 + \hat{Y}^2 (2w_2 \bar{X} + w_1 \lambda)(1 - 2w_1)\tilde{C}_{yz} \right] \]
\[ + \hat{Y}^2 \left\{ 4w_2^2 \bar{X}^2 + 4w_2 \bar{X} \lambda (2w_1 - 1) + w_1 \lambda (2w_1 \lambda + 1 - \lambda - 2) \bar{C}_x^2 \right\}. \]
Now we can obtain the minimum mean square error of $T_3$ when
\[ w_1 = \frac{\lambda^2 \bar{C}_x^2 - \lambda \bar{C}_y^2}{16 \lambda} = w_1^0 \text{(say)} \]
and
\[ w_2 = \frac{(\lambda^2 \bar{C}_x^2 + 4 \lambda \bar{C}_y^2)}{4 \lambda} = w_2^0 \text{(say)}. \]

The minimum mean square error of $T_3$ can be written as
\[ \min \text{MSE}(T_3) = \frac{\hat{Y}^2 L_1}{L_2}, \]
where
\[ L_1 = \lambda^2 (\lambda - 2) \bar{C}_x^2 + 8 \lambda^2 \bar{C}_y^2 \left( 2 \bar{C}_y^2 + (2 - \lambda) \bar{C}_y^2 \right) \]
\[ - 16 \bar{C}_x^2 \left( 4 \bar{C}_y^2 (1 + \bar{C}_y^2) + \lambda (2 - \lambda) \bar{C}_y^2 \right) + 64 \bar{C}_y^2 (\bar{C}_y^2 + 1) \]
and
\[ L_2 = 32 \left( \lambda (\lambda - 1) \bar{C}_x^4 - 2 \bar{C}_x^2 \left( \bar{C}_y^2 + 2 \lambda \bar{C}_y^2 + 1 \right) + 8 \bar{C}_y^2 \right). \]

Table 2. Some members of the classes of estimators $T_*$

<table>
<thead>
<tr>
<th>Estimators</th>
<th>$\eta$</th>
<th>$\lambda$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_{1(\text{reg})}$ = $[w_1 \bar{y}<em>{\text{css}} + w_2 (X - \bar{x}</em>{\text{css}})]$</td>
<td>-0</td>
<td>-0</td>
</tr>
<tr>
<td>$T_{1(\text{eqw})}$ = $[w_1 \bar{y}<em>{\text{css}} + w_2 (X - \bar{x}</em>{\text{css}})] \exp\left(\frac{X - \bar{x}<em>{\text{css}}}{X + \bar{x}</em>{\text{css}}}\right)$</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>$T_{1(\text{eqw})}$ = $[w_1 \bar{y}<em>{\text{css}} + w_2 (X - \bar{x}</em>{\text{css}})] \exp\left(\frac{\frac{X}{\bar{x}<em>{\text{css}}}}{\frac{X}{\bar{x}</em>{\text{css}}}}\right)$</td>
<td>-0</td>
<td>-1</td>
</tr>
<tr>
<td>$T_{2(\text{c})}$ = $\bar{y}<em>{\text{css}} \left[w_1 + w_2 \left(\frac{X}{\bar{x}</em>{\text{css}}}\right)\right]$</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$T_{2(\text{p})}$ = $\bar{y}<em>{\text{css}} \left[w_1 + w_2 \left(\frac{X}{\bar{x}</em>{\text{css}}}\right)\right]$</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>$T_{2(\text{ccw})}$ = $\bar{y}<em>{\text{css}} \left[w_1 + w_2 \exp\left(\frac{X - \bar{x}</em>{\text{css}}}{X + \bar{x}_{\text{css}}}\right)\right]$</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$T_{2(\text{ccw})}$ = $\bar{y}<em>{\text{css}} \left[w_1 + w_2 \exp\left(\frac{X - \bar{x}</em>{\text{css}}}{X + \bar{x}_{\text{css}}}\right)\right]$</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>$T_{2(\text{ccw})}$ = $\bar{y}<em>{\text{css}} \left[w_1 + w_2 \exp\left(\frac{X - \bar{x}</em>{\text{css}}}{X + \bar{x}_{\text{css}}}\right)\right]$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$T_{2(\text{ccw})}$ = $\bar{y}<em>{\text{css}} \left[w_1 + w_2 \exp\left(\frac{X - \bar{x}</em>{\text{css}}}{X + \bar{x}_{\text{css}}}\right)\right]$</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>$T_{2(\text{ppc})}$ = $\bar{y}<em>{\text{css}} \left[w_1 + w_2 \left(\frac{X}{\bar{x}</em>{\text{css}}}\right)\right]$</td>
<td>-1</td>
<td>1</td>
</tr>
<tr>
<td>$T_{2(\text{ppc})}$ = $\bar{y}<em>{\text{css}} \left[w_1 + w_2 \left(\frac{X}{\bar{x}</em>{\text{css}}}\right)\right]$</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>$T_{3(\text{i})}$ = $\bar{y}<em>{\text{css}} \left[w_1 + w_2 (X - \bar{x}</em>{\text{css}})\right]$</td>
<td>-0</td>
<td>-0</td>
</tr>
<tr>
<td>$T_{3(\text{re})}$ = $\bar{y}<em>{\text{css}} \left[w_1 + w_2 (X - \bar{x}</em>{\text{css}})\right] \exp\left(\frac{X - \bar{x}<em>{\text{css}}}{X + \bar{x}</em>{\text{css}}}\right)$</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>$T_{3(\text{ppc})}$ = $\bar{y}<em>{\text{css}} \left[w_1 + w_2 (X - \bar{x}</em>{\text{css}})\right] \exp\left(\frac{X - \bar{x}<em>{\text{css}}}{X + \bar{x}</em>{\text{css}}}\right)$</td>
<td>-1</td>
<td>-1</td>
</tr>
</tbody>
</table>
3.3.2. Assuming $\bar{X}$ unknown. In case of unknown $\bar{X}$, the analogue of $T_3$ becomes

$$T_{3(2)} = \bar{y}_{\text{RSS}} \left( w_1 + w_2(x'_{\text{RSS}} - \bar{x}_{\text{CSS}}) \right) \exp \left( \frac{\lambda(x'_{\text{RSS}} - \bar{x}_{\text{CSS}})}{\bar{x}_{\text{CSS}} + \bar{x}_{\text{CSS}}} \right).$$

Then the bias and the mean square error of $T_{3(2)}$ can be the same like $T_3$. Because the difference between $T_3$ and $T_{3(2)}$ will be the same like the difference which is in $T_2$ and $T_{1(2)}$ i.e. the presence of $(C_x^2, C_{yx})$ instead of $(C_x^2, C_{yx})$.

There are many ways to construct classes of estimators under the class $(T_1, T_2, T_3)$. SS have discussed numerous estimators members of their proposed class in SRSWOR. It is observed that use of known population parameters of the auxiliary variable give very less contribution for increasing efficiency of estimators. Due to this reason, we consider only those parameters which are giving support not only in designing the estimators but also in increasing the efficiency of the estimators. In Table 2, some estimators are considered that are members of the classes $(T_1, T_2, T_3)$.

4. Efficiency comparison

As stated in [2], [page-208], the mean of a circular systematic sample is more precise than the mean of a simple random sample if and only if $S_{wy}^2 > S_y^2$, or equivalently $\rho_y < -\frac{1}{N - 1}$, where $S_{wy}^2 = \frac{\sum_i \sum_j (y_{ij} - \bar{y}_i)^2}{N(n - 1)}$ is the variance of within units of the same circular systematic sample. The same conditions hold also for CSS with respect to SRSWOR.

Accordingly, to compare the performance of the proposed classes of estimators based on CSS with the estimators based on SRSWOR, we can use the following estimators $(\bar{y}, \bar{y}_{(1)}, \bar{y}_{(2)})$ in SRSWOR

$$\bar{y} = \frac{\sum_{j=1}^n y_j}{n}, \quad \bar{x} = \frac{\sum_{j=1}^n x_j}{n}, \quad \bar{x}' = \frac{\sum_{j=1}^{n'} x_j}{n'},$$

where $\hat{\beta} = \frac{s_{yx}}{s_x^2}$ is an estimator of the population regression coefficient $\beta$ with $s_{yx} = \frac{\sum_{j=1}^n (y_j - \bar{y})(x_j - \bar{x})}{n - 1}$ and $s_x^2 = \frac{\sum_{j=1}^n (x_j - \bar{x})^2}{n - 1}$.

$$\bar{y}_{(1)} = \bar{y} + \hat{\beta}(\bar{x} - \bar{x}),$$

$$\bar{y}_{(2)} = \bar{y} + \hat{\beta}(\bar{x}' - \bar{x}).$$

where $V(\bar{y}) = \theta S_y^2$, $\text{MSE}(\bar{y}_{(1)}) = \theta S_y^2 \left(1 - \rho_y\right)$, and $\text{MSE}(\bar{y}_{(2)}) = \theta' S_y^2 + \theta^* S_y^2 \left(1 - \rho_y\right)$

where $\rho_y = \frac{S_{yx}}{S_y S_x}$, $\theta = \left(1 - \frac{1}{n'}\right)$, $\theta' = \left(1 - \frac{1}{n'}\right)$, $\theta^* = \theta - \theta'$.

Note: Here using SRSWOR design, at first phase a large sample $s'$ of size $n' \ (n' < N)$ is selected randomly to estimate $\bar{X}$ only. In second phase, a sub-sample $s$ of size $n$ from $n'$ units $(n < n')$ is drawn randomly to estimate $\bar{Y}$ where $n' = mn$.

Remark: From eq. (3.13), (3.19) and (3.25), it is not easy to make analytical comparison of the proposed classes of estimators with respect to regression estimators. To get numerical results of the minimum MSE of the considered estimators in CSS along with the minimum MSE of the estimators in SRSWOR, we use population data set as
earlier considered by [9] and [21]. The data concerns primary and secondary schools of 923 districts of Turkey in 2007. The description of variables is given below

\[ y = \text{number of teachers in both primary and secondary school}; \]

\[ x = \text{number of students in both primary and secondary school}. \]

### Table 3. The minimum MSE of the considered estimators

<table>
<thead>
<tr>
<th>Estimators in SRSWOR</th>
<th>MSE</th>
<th>Estimators in CSS</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \bar{y} )</td>
<td>2515.17</td>
<td>( \bar{y}_{\text{css}} )</td>
<td>1698.75</td>
</tr>
<tr>
<td>( \bar{y}_{r(1)} )</td>
<td>224.62</td>
<td>( \bar{y}_{r(1)c} )</td>
<td>151.71</td>
</tr>
<tr>
<td>( t_{1(\text{reg})} )</td>
<td>224.35</td>
<td>( T_{1(\text{reg})} )</td>
<td>151.59</td>
</tr>
<tr>
<td>( t_{1(\text{regre})} )</td>
<td>222.76</td>
<td>( T_{1(\text{regre})} )</td>
<td>151.06</td>
</tr>
<tr>
<td>( t_{1(\text{regpe})} )</td>
<td>220.44</td>
<td>( T_{1(\text{regpe})} )</td>
<td>150.56</td>
</tr>
<tr>
<td>( t_{2(r)} )</td>
<td>223.10</td>
<td>( T_{2(r)} )</td>
<td>151.55</td>
</tr>
<tr>
<td>( t_{2(p)} )</td>
<td>201.40</td>
<td>( T_{2(p)} )</td>
<td>141.24</td>
</tr>
<tr>
<td>( t_{2(p)e} )</td>
<td>224.55</td>
<td>( T_{2(p)e} )</td>
<td>146.54</td>
</tr>
<tr>
<td>( t_{2(p)e} )</td>
<td>213.87</td>
<td>( T_{2(p)e} )</td>
<td>146.34</td>
</tr>
<tr>
<td>( t_{2(p)e} )</td>
<td>223.56</td>
<td>( T_{2(p)e} )</td>
<td>151.56</td>
</tr>
<tr>
<td>( t_{2(p)e} )</td>
<td>158.05</td>
<td>( T_{2(p)e} )</td>
<td>125.66</td>
</tr>
<tr>
<td>( t_{2(p)e} )</td>
<td>222.56</td>
<td>( T_{2(p)e} )</td>
<td>151.54</td>
</tr>
<tr>
<td>( t_{2(p)e} )</td>
<td>222.20</td>
<td>( T_{2(p)e} )</td>
<td>149.77</td>
</tr>
<tr>
<td>( t_{3(r)} )</td>
<td>201.40</td>
<td>( T_{3(r)} )</td>
<td>141.24</td>
</tr>
<tr>
<td>( t_{3(p)e} )</td>
<td>223.80</td>
<td>( T_{3(p)e} )</td>
<td>150.82</td>
</tr>
<tr>
<td>( t_{3(p)e} )</td>
<td>110.43</td>
<td>( T_{3(p)e} )</td>
<td>109.12*</td>
</tr>
</tbody>
</table>

\( N = 923, \quad n' = 360, \quad n = 180, \quad m = 2, \quad \bar{Y} = 436.43, \quad \bar{X} = 11440.50, \)

\( S_y = 749.94, \quad S_x = 21331.13, \quad \rho_{yx} = 0.9543, \quad \rho_y = -0.00255, \quad \rho_x = -0.00316. \)

For two-phases, one can select \( 1 < m < 5 \) (as we mentioned earlier \( 1 < m < k \)). All possible values of \( m \) are considered and numerical results are provided only for \( m = 2 \). Because it is observed that for \( m = 2 \), all the considered estimators are more efficient in CSS than SRSWOR. For \( m = 3 \) and \( m = 4 \), the estimators under SRSWOR perform a little better than CSS. So in this numerical example \( m = 2 \) can be the best choice among others.

Following is the description of the considered estimators in Tables 3 and 4. The estimators \( (\bar{y}, \bar{y}_{r(1)}, t_{2}) \) are based on SRSWOR and \( (\bar{y}_{\text{css}}, \bar{y}_{r(1)c}, T_{2}) \) on CSS, the estimators \( (\bar{y}_{s(2)}, \bar{y}_{s(2)c}, t_{s(2)}, T_{s(2)}) \) are considered for two-phase sampling. Moreover, to highlight the numerical quantities in tables, we use “bold” to indicate the minimum MSE.
of the estimator in the same class and "bold" with "s" to show the minimum MSE in all considered classes of estimators.

In Table 3, it can be seen that the variance of \( \bar{y}_{css} \) is smaller than the variance of \( \bar{y} \). Also, the mean square error of \( \bar{y}_{lr(1)c} \) is smaller than the mean square error of \( \bar{y}_{lr(1)} \). Hence, we can conclude that the estimators based on CSS are more efficient than the estimators based on SRSWOR. Note that \( \rho_y \) and \( \rho_x \) both are less than \(-\frac{1}{N-1}\). It is also observed that all the considered estimators (\( T_1(.) \), \( T_2(.) \), \( T_3(.) \)) are more efficient than the regression estimator \( \bar{y}_{lr(1)c} \). Furthermore, the estimators \( T_1(\text{reg}(e)) \) in class \( T_1 \), \( T_2(\text{pre}(e)) \) in class \( T_2 \) and \( T_3(\text{pre}(e)) \) in class \( T_3 \) provide the minimum mean square error among others. Henceforth, the estimator \( T_3(\text{pre}(e)) \) results the best one in terms of efficiency among all considered estimators.

In Table 4, it is observed that the mean square error of the regression estimator \( \bar{y}_{lr(2)c} \) is higher, as expected, than of \( \bar{y}_{lr(1)c} \) in Table 3. Also, all the considered estimators (\( T_1(.)(2) \), \( T_2(.)(2) \), \( T_3(.)(2) \)) are more efficient than the regression estimator \( \bar{y}_{lr(2)c} \). Moreover, the mean square error of the estimator \( T_1(\text{reg}(e))(2) \) is minimum as compared to all other considered estimators.

Hence, from Tables 3 and 4, we can conclude that the class \( T_3 \) in case of single-phase and \( T_1 \) for two-phase may be the best choice among others.

**Table 4.** The minimum MSE of the considered estimators in two phase

<table>
<thead>
<tr>
<th>Estimators in SRSWOR</th>
<th>MSE</th>
<th>Estimators in CSS</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \bar{y}_{lr(2)} )</td>
<td>1092.44</td>
<td>( \bar{y}_{lr(2)c} )</td>
<td>925.23</td>
</tr>
<tr>
<td>( T_1(\text{reg}(e))(2) )</td>
<td>1086.21</td>
<td>( T_1(\text{reg}(e))(2) )</td>
<td>919.74*</td>
</tr>
<tr>
<td>( T_1(\text{reg}(e))(2) )</td>
<td>1083.31</td>
<td>( T_1(\text{reg}(e))(2) )</td>
<td>923.17</td>
</tr>
<tr>
<td>( T_2(\text{reg}(e))(2) )</td>
<td>1091.58</td>
<td>( T_2(\text{reg}(e))(2) )</td>
<td>920.76</td>
</tr>
<tr>
<td>( T_2(\text{reg}(e))(2) )</td>
<td>1083.80</td>
<td>( T_2(\text{reg}(e))(2) )</td>
<td>920.64</td>
</tr>
<tr>
<td>( T_2(\text{reg}(e))(2) )</td>
<td>1091.86</td>
<td>( T_2(\text{reg}(e))(2) )</td>
<td>920.11</td>
</tr>
<tr>
<td>( T_2(\text{reg}(e))(2) )</td>
<td>1092.96</td>
<td>( T_2(\text{reg}(e))(2) )</td>
<td>920.32</td>
</tr>
<tr>
<td>( T_2(\text{reg}(e))(2) )</td>
<td>1093.05</td>
<td>( T_2(\text{reg}(e))(2) )</td>
<td>920.61</td>
</tr>
<tr>
<td>( T_2(\text{reg}(e))(2) )</td>
<td>1093.05</td>
<td>( T_2(\text{reg}(e))(2) )</td>
<td>920.61</td>
</tr>
<tr>
<td>( T_3(\text{reg}(e))(2) )</td>
<td>1091.86</td>
<td>( T_2(\text{reg}(e))(2) )</td>
<td>920.66</td>
</tr>
<tr>
<td>( T_3(\text{reg}(e))(2) )</td>
<td>1089.80</td>
<td>( T_3(\text{reg}(e))(2) )</td>
<td>923.05</td>
</tr>
<tr>
<td>( T_3(\text{reg}(e))(2) )</td>
<td>1074.08</td>
<td>( T_3(\text{reg}(e))(2) )</td>
<td>923.67</td>
</tr>
</tbody>
</table>
5. Non-response problem in CSS

When a sample of size \( n \) is selected from \( N \) circular systematic samples to collect information of \( Y \), then incomplete or missing information might be present. The reasons non-response problem occurrence may vary in different situations. For instance, the reasons of non-response in the data set considered in previous the section may be due to strikes, holidays etc.

When non-response occurs in a CSS, we can follow the well-known [8] non-respondents sub-sampling technique. Suppose that \( n_1 \) units out of \( n \) can supply information on \( Y \) and remaining \( n_2 = n - n_1 \) units are taken as non-respondents. Following the technique of [8], a sub sample of size \( n_r = \frac{n_2}{l} \) (\( l > 1 \)) is selected by SRSWOR from \( n_2 \) non-respondent units. Assume that all \( n_r \) units show full response on second call (of course \( n_r \) must be an integer and if it isn’t so, it is necessary to round). The population is said to be divided into two groups \( U_1 \) and \( U_2 \) of sizes \( N_1 \) and \( N_2 \), where \( U_1 \) is a group of respondents that would give response on the first call and \( U_2 \) is non-respondents group which could respond on the second call. Obviously \( N_1 \) and \( N_2 \) are unknown quantities.

One can define the unbiased estimator for the population mean \( \bar{Y} \) in CSS assuming non-response in \( Y \)

\[
\hat{y}^{\text{css}} = d_1 \hat{y}_1 + d_2 \hat{y}_2,
\]

where

\[
\hat{y}_1 = \frac{1}{n_1} \sum_{j=1}^{n_1} y_{ij}, \quad \hat{y}_2 = \frac{1}{n_r} \sum_{j=1}^{n_r} y_{ij}, \quad d_1 = \frac{n_1}{n} \quad \text{and} \quad d_2 = \frac{n_2}{n}.
\]

The variance of \( \hat{y}^{\text{css}} \) can be written as

\[
V(\hat{y}^{\text{css}}) = \tilde{S}_y^2 + \omega \tilde{S}_{y(2)}^2 = \bar{Y}^2 \tilde{C}_y^2,
\]

where

\[
\tilde{S}_y^2 = \frac{\sum_{i=1}^{N_1} \sum_{j=1}^{n_2} (y_{ij} - \bar{Y}_2)^2}{n_2(N_2 - 1)}, \quad \bar{Y}_2 = \frac{\sum_{i=1}^{N_1} y_{i}}{N_2} \quad \text{and} \quad \omega = \frac{N_2(l - 1)}{nN}.
\]

The linear regression estimator defined in (2.4), in case of non-response in \( Y \), can be written as

\[
\hat{y}^{(1)c}_Y = \hat{y}^{\text{css}} + \hat{\beta}_{yx}(X - \bar{x}^{\text{css}}),
\]

where

\[
\hat{\beta}_{yx} = \frac{\tilde{S}_{yx}}{\tilde{S}_x^2}
\]

is an estimator of the population regression coefficient \( \beta_{yx} \) with

\[
\tilde{S}_{yx} = \frac{\sum_{i=1}^{N_1} y_{i}x_{ij} + l \sum_{j=1}^{n_r} y_{ij}x_{ij} - n \bar{x}^{\text{css}} \hat{y}^{\text{css}}}{n - 1}
\]

The mean square error of \( \hat{y}^{(1)c}_Y \) is given by

\[
\text{MSE}(\hat{y}^{(1)c}_Y) = \tilde{S}_y^2 \left( 1 - \hat{\rho}_{yx}^2 \right) + \omega \tilde{S}_{y(2)}^2.
\]

When \( X \) unknown and non-response in \( Y \), then (2.6) becomes

\[
\hat{y}^{(2)c}_Y = \hat{y}^{\text{css}} + \hat{\beta}_{yx}(\hat{x}^{\text{css}} - \bar{x}^{\text{css}}),
\]

The mean square error of \( \hat{y}^{(2)c}_Y \) is given by

\[
\text{MSE}(\hat{y}^{(2)c}_Y) = \tilde{S}_y^2 \left( 1 - \frac{\tilde{S}_{yx}^2}{\tilde{S}_x^2 \tilde{S}_y^2} \right) + \omega \tilde{S}_{y(2)}^2.
\]
Recently [23] suggested a class of estimators using linear systematic sampling design assuming non-response in $Y$ and known $\bar{X}$. We can define same class using CSS as

\begin{equation}
(5.7) \quad t_5^* = \left[w_1\tilde{y}_{\text{css}} + w_2(\bar{X} - \bar{x}_{\text{css}})\right] \left(\frac{\bar{X}}{\bar{x}_{\text{css}}}\right)^p,
\end{equation}

where $w_1$, $w_2$ and $p$ are constants.

For $p = 1$, the minimum mean square error of $t_5^*$ is given by

\begin{equation}
(5.8) \quad \min \text{MSE}(t_5^*) = \frac{(1 - C_y^0) \text{MSE}(\tilde{y}_{rt(1)})}{(1 - C_y^0) + \frac{\text{MSE}(\tilde{y}_{rt(1)})}{Y^2}}.
\end{equation}

5.1. Classes under non-response. Now we can express suggested classes $(T_1, T_2, T_3)$ in presence of non-response in $Y$.

The analogue of the class of estimators $T_1$ becomes

\begin{equation}
(5.9) \quad T_1^* = \left[w_1\tilde{y}_{\text{css}} + w_2(\bar{X} - \bar{x}_{\text{css}})\right] \exp\left(\frac{\lambda(\bar{X} - \bar{x}_{\text{css}})}{X + \bar{x}_{\text{css}}}\right),
\end{equation}

The bias of $T_1^*$ will be same of $T_1$. The minimum mean square error of $T_1^*$ can be written as

\begin{equation}
(5.10) \quad \min \text{MSE}(T_1^*) = Y^2 \left[\frac{\lambda^2(\lambda - 2)^2\bar{C}_y^6 + 16\lambda^2\bar{C}_y^4\bar{C}_y^2 - 16\bar{C}_y^2(4\bar{C}_y^2 + \lambda^2\bar{C}_y^2) + 64\bar{C}_y^2}{32\left[\lambda(\lambda - 1)\bar{C}_y^4 - 2\bar{C}_y^2(\bar{C}_y^4 + 1) + 2\bar{C}_y^2\right]}\right].
\end{equation}

The analogue of $T_2$ becomes

\begin{equation}
(5.11) \quad T_2^* = \tilde{y}_{\text{css}} \left[w_1\left(\frac{X}{x_{\text{css}}}\right)^p + w_2 \exp\left(\frac{\lambda(\bar{X} - \bar{x}_{\text{css}})}{X + \bar{x}_{\text{css}}}\right)\right]
\end{equation}

and the minimum mean square error of $T_2^*$ can be expressed as

\begin{equation}
(5.12) \quad \min \text{MSE}(T_2^*) = Y^2 \left[1 - \frac{B^2C^* - 2BD^*E + A^*F^2}{A^*C^* - D^2}\right],
\end{equation}

where

\begin{align*}
A^* &= 1 + \bar{C}_y^2 + (2\eta^2 + \eta) \bar{C}_y^2 - 4\eta\bar{C}_y, \\
C^* &= 1 + \bar{C}_y^2 + \frac{1}{2}(\lambda^2 + \lambda) \bar{C}_y^2 - 2\lambda\bar{C}_y
\end{align*}

and

\begin{align*}
D^* &= 1 + \bar{C}_y^2 + \frac{1}{8}((2\eta + \lambda)^2 + 2(2\eta + \lambda)) \bar{C}_y^2 - (2\eta + \lambda)\bar{C}_y.
\end{align*}

The analogue of $T_3$ becomes

\begin{equation}
(5.13) \quad T_3^* = \tilde{y}_{\text{css}} \left[w_1 + w_2(\bar{X} - \bar{x}_{\text{css}})\right] \exp\left(\frac{\lambda(\bar{X} - \bar{x}_{\text{css}})}{X + \bar{x}_{\text{css}}}\right).
\end{equation}

The minimum mean square error of $T_3^*$ can be written as

\begin{equation}
(5.14) \quad \min \text{MSE}(T_3^*) = \frac{Y^2L_1^*}{L_2^*},
\end{equation}

where

\begin{align*}
L_1^* &= \lambda^2(\lambda - 2)^2\bar{C}_y^6 + 8\lambda^2\bar{C}_y^4(2\bar{C}_y^2 + (2 - \lambda)\bar{C}_y) \\
&\quad - 16\bar{C}_y^2(4\bar{C}_y^2(1 + \lambda\bar{C}_y) + \lambda(2 - \lambda)\bar{C}_y^2) + 64\bar{C}_y^2(\bar{C}_y^2 + 1)
\end{align*}
and

\[
L^*_2 = 32 \left[ (\lambda - 1) \tilde{C}^2_x - 2 \tilde{C}^2_y \left( \tilde{C}^2_y + 2\lambda \tilde{C}_{yx} + 1 \right) + 8 \tilde{C}^2_{yx} \right].
\]

Recently [25] proposed a class of estimators under SRSWOR sampling when non-response is present in the study variable. If we consider the same class in CSS design, then it becomes member of class \( T^*_1 \) for \( \lambda = 1 \)

\[
T^*_{RDS} = \left[ w_1 \bar{y}_{css} + w_2 (\bar{X} - \bar{x}_{css}) \right] \exp \left( \frac{\bar{X} - \bar{x}_{css}}{\bar{X} + \bar{x}_{css}} \right).
\]

When \( \bar{X} \) is unknown, the biases of classes \( (T^*_1, T^*_2, T^*_3) \) will be same of \( (T_{1(2)}, T_{2(2)}, T_{3(2)}) \). For the minimum mean square errors of these classes, only replacing the terms \( (\tilde{C}^2_x, \tilde{C}_{yx}) \) in (5.10), (5.12) and (5.14) by \( (\tilde{C}^2_x, \tilde{C}_{yx}) \).

### 5.2. Numerical illustration.

To make efficiency comparison of classes \( (T^*_1, T^*_2, T^*_3) \), we can use the estimators \( \bar{y}^* \), \( \bar{y}_{e(1)}^* \) and \( \bar{y}_{e(2)}^* \) in SRSWOR

\[
\bar{y}^* = d_1 \bar{y}_1 + d_2 \bar{y}_2,
\]

where

\[
\bar{y}_1 = \frac{\sum_{j=1}^{n_1} y_j}{n_1}, \quad \bar{y}_2 = \frac{\sum_{j=1}^{n_r} y_j}{n_r}, \quad d_1 = \frac{n_1}{n} \quad \text{and} \quad d_2 = \frac{n_2}{n},
\]

\[
V(\bar{y}^*) = \theta S^2_y + \omega S^2_{y(2)},
\]

\[
\bar{y}_{e(1)}^* = \bar{y}^* + \hat{\beta}_{yx}^* (\bar{X} - \bar{x}),
\]

where \( \hat{\beta}_{yx}^* = \frac{s_{yx}^*}{s^2} \) is an estimator of the population regression coefficient \( \beta_{yx} \) with

\[
s_{yx}^* = \frac{\sum_{j=1}^{n_1} y_j x_j + l \sum_{j=1}^{n_r} y_j x_j - n \bar{x} \bar{y}^*}{n - 1},
\]

\[
\text{MSE}(\bar{y}_{e(1)}^*) = \theta S^2_y \left( 1 - \rho_{yx}^2 \right) + \omega S^2_{y(2)};
\]

\[
\bar{y}_{e(2)}^* = \bar{y}^* + \hat{\beta}_{yx}^* (\bar{x}' - \bar{x}),
\]

and

\[
\text{MSE}(\bar{y}_{e(2)}^*) = \theta' S^2_y + \theta^* S^2_{y(2)} \left( 1 - \rho_{yx}^2 \right) + \omega S^2_{y(2)}.
\]
Table 5. The minimum MSE of the considered estimators

<table>
<thead>
<tr>
<th>Estimators in SRSWOR</th>
<th>MSE</th>
<th>Estimators in CSS</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{y}^*$</td>
<td>2940.51</td>
<td>$\bar{y}_{\text{css}}^*$</td>
<td>2124.09</td>
</tr>
<tr>
<td>$\bar{y}_{l(1)}^*$</td>
<td>649.96</td>
<td>$\bar{y}_{l(1)c}^*$</td>
<td>577.05</td>
</tr>
<tr>
<td>$t_S$</td>
<td>647.71</td>
<td>$t_S^*$</td>
<td>575.29</td>
</tr>
<tr>
<td>$t_{1(eq)}^*$</td>
<td>647.75</td>
<td>$T_{1(eq)}^*$</td>
<td>575.30</td>
</tr>
<tr>
<td>$t_{1(eqre)}^* = T_{\text{RDS}}$</td>
<td>644.51</td>
<td>$T_{1(eqre)}^* = T_{\text{RDS}}^*$</td>
<td>573.89</td>
</tr>
<tr>
<td>$t_{1(eqre)}^*$</td>
<td>648.83</td>
<td>$T_{1(eqre)}^*$</td>
<td>577.04</td>
</tr>
<tr>
<td>$t_{2(r)}^*$</td>
<td>261.76</td>
<td>$T_{2(r)}^*$</td>
<td>189.69</td>
</tr>
<tr>
<td>$t_{2(p)}^*$</td>
<td>230.68</td>
<td>$T_{2(p)}^*$</td>
<td>173.23</td>
</tr>
<tr>
<td>$t_{2(eq)}^*$</td>
<td>262.12</td>
<td>$T_{2(eq)}^*$</td>
<td>188.73</td>
</tr>
<tr>
<td>$t_{2(pe)}^*$</td>
<td>246.80</td>
<td>$T_{2(pe)}^*$</td>
<td>180.55</td>
</tr>
<tr>
<td>$t_{2(re)}^*$</td>
<td>261.91</td>
<td>$T_{2(re)}^*$</td>
<td>189.68</td>
</tr>
<tr>
<td>$t_{2(pp)}^*$</td>
<td>179.02</td>
<td>$T_{2(pp)}^*$</td>
<td>153.10*</td>
</tr>
<tr>
<td>$t_{2(ppe)}^*$</td>
<td>261.60</td>
<td>$T_{2(ppe)}^*$</td>
<td>189.69</td>
</tr>
<tr>
<td>$t_{2(pee)}^*$</td>
<td>257.56</td>
<td>$T_{2(pee)}^*$</td>
<td>185.30</td>
</tr>
<tr>
<td>$t_{3(r)}^*$</td>
<td>635.35</td>
<td>$T_{3(r)}^*$</td>
<td>572.00</td>
</tr>
<tr>
<td>$t_{3(eq)}^*$</td>
<td>649.95</td>
<td>$T_{3(eq)}^*$</td>
<td>577.05</td>
</tr>
<tr>
<td>$t_{3(eqre)}^*$</td>
<td>556.65</td>
<td>$T_{3(eqre)}^*$</td>
<td>546.57</td>
</tr>
</tbody>
</table>

We can have different choices for weights of the missing values (10%, 20%, 30%, 40%) etc. We take all these possibilities and observe that the relative efficiency of the considered estimators is not affected by different weights of missing values. Although numerical results are different for different weights, the behavior of results is similar in all cases. Hence, numerical results are provided only for 10% weight of missing values and consider last 92 values as non-respondents.

$\bar{Y}_2 = 522.80$, $S_{y(2)} = 876.42$, $N_2 = 92$, $l = 2$.

Remarks: Due to the inclusion of non-response problem, extra variability is introduced in the estimators. As expected, the variability of all considered estimators with incomplete information (see Tables 5 and 6) is higher than the estimators with complete response (Tables 3 and 4). Additionally, as expected, for $l > 2$, the mean square errors of estimators become higher, so we show results only for $l = 2$. Again the estimators based on CSS are more efficient than the estimators based on SRSWOR. In Table 5, the estimators $(t_S^*, T_{1(r)}^*, T_{1(eqre)}^*, T_{2(eqre)}^*)$ are more efficient than the regression estimator $\bar{y}_{l(1)c}^*$. The estimator $T_{1(eqre)}^*$ is more efficient than [23] estimator $t_S^*$. Furthermore, for efficiency, the estimators $T_{2(pp)}^*$ for single-phase in Table 5 and $T_{2(eqre)}^*$ for two-phase in Table 6 are observed the best ones among others.
Table 6. The minimum MSE of the considered estimators in two-phase

<table>
<thead>
<tr>
<th>Estimators in SRSWOR MSE</th>
<th>Estimators in CSS MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y^*_b(2)$</td>
<td>1517.78</td>
</tr>
<tr>
<td>$t^*_1(cre)(2)$</td>
<td>1505.78</td>
</tr>
<tr>
<td>$t^*_1(re)(2)$</td>
<td>1501.87</td>
</tr>
<tr>
<td>$t^*_1(pee)(2)$</td>
<td>1514.17</td>
</tr>
<tr>
<td>$t^*_2(r)(2)$</td>
<td>1267.50</td>
</tr>
<tr>
<td>$t^*_2(p)(2)$</td>
<td>1276.38</td>
</tr>
<tr>
<td>$t^*_2(cre)(2)$</td>
<td>1272.69</td>
</tr>
<tr>
<td>$t^*_2(pee)(2)$</td>
<td>1277.17</td>
</tr>
<tr>
<td>$t^*_2(re)(2)$</td>
<td>1267.81</td>
</tr>
<tr>
<td>$t^*_2(pp)(2)$</td>
<td>1268.23</td>
</tr>
<tr>
<td>$t^*_2(pee)(2)$</td>
<td>1267.18</td>
</tr>
<tr>
<td>$t^*_2(pp)(2)$</td>
<td>1275.80</td>
</tr>
<tr>
<td>$t^*_3(r)(2)$</td>
<td>1517.73</td>
</tr>
<tr>
<td>$t^*_3(cre)(2)$</td>
<td>1511.05</td>
</tr>
<tr>
<td>$t^*_3(pee)(2)$</td>
<td>1506.99</td>
</tr>
</tbody>
</table>

6. Simulation study

In Section 3, we can see that all the minimum mean square errors consist on the population parameters e.g means, variances and covariances. In Section 4, the efficiency comparisons were performed with the assumption that all these population parameters are known. But in many real situations, these parameters are generally unknown and can not be guessed on the basis of previous data or a pilot survey. Hence they need to be estimated. In such situations, an extra source of variability is introduced in the estimates that could invalidate the theoretical comparisons. In this section, we are concentrating our attention to the efficiency comparisons when unknown population parameters are estimated from the selected sample. The empirical performance of the estimators is analyzed by using a Monte Carlo simulation.

The simulation design is arranged as follows: we run a numerical study by considering a population of $N = 100,000$ values. A variable $X \sim G(a, b)$ is generated from gamma distribution with parameters $(a = 2.2, b = 3.5)$ and a variable $Y$ which is related with $X$ is defined by a model as $y_i = Rx_i + \varepsilon_x^i$ where $\varepsilon \sim N(0, 1), R - (1.0, 1.5, 2.0)$ and $g - 1.5$. This model is earlier considered by [4] for SRSWOR sampling design. Here, Circular systematic sampling is considered for sample sizes $n - (100, 500)$. The sampling has been replicated $B=1,000$ times.

We investigate the behavior of the following estimators for different values of $\rho_{yx}$ $(\hat{y}_b(1)c, T_1(\cdot), T_2(\cdot), T_3(\cdot))$. For each considered estimator, the simulated mean square
Table 7. Simulated results when population parameters are estimated

<table>
<thead>
<tr>
<th>Estimators</th>
<th>( \rho = 0.70 )</th>
<th>( \rho = 0.59 )</th>
<th>( \rho = 0.43 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>100 100</td>
<td>100 100</td>
<td>100 100</td>
</tr>
<tr>
<td>Simulated PRE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{T}_{1(eq)} )</td>
<td>76.55 92.75</td>
<td>72.77 91.52</td>
<td>69.04 90.26</td>
</tr>
<tr>
<td>( \hat{T}_{1(eqre)} )</td>
<td>96.52 99.01</td>
<td>95.25 98.92</td>
<td>93.69 98.77</td>
</tr>
<tr>
<td>( \hat{T}_{1(r)} )</td>
<td>100.98 100.33</td>
<td>101.33 100.39</td>
<td>101.65 100.44</td>
</tr>
<tr>
<td>( \hat{T}_{1(reg)} )</td>
<td>95.98 97.95</td>
<td>98.03 98.60</td>
<td>98.98 99.23</td>
</tr>
<tr>
<td>( \hat{T}_{1(regre)} )</td>
<td>104.40 104.04</td>
<td>104.41 104.54</td>
<td>104.19 105.01</td>
</tr>
<tr>
<td>( \hat{T}_{1(regp)} )</td>
<td>76.55 92.75</td>
<td>72.77 91.52</td>
<td>69.04 90.26</td>
</tr>
<tr>
<td>( \hat{T}_{1(regpe)} )</td>
<td>96.52 99.01</td>
<td>95.25 98.92</td>
<td>93.69 98.77</td>
</tr>
<tr>
<td>( \hat{T}_{2(r)} )</td>
<td>99.41 99.87</td>
<td>99.57 99.91</td>
<td>99.70 99.94</td>
</tr>
<tr>
<td>( \hat{T}_{2(p)} )</td>
<td>0.00 0.005</td>
<td>0.004 0.004</td>
<td>0.00 0.004</td>
</tr>
<tr>
<td>( \hat{T}_{2(eq)} )</td>
<td>-0.06 0.003</td>
<td>-0.005 0.003</td>
<td>-0.004 0.003</td>
</tr>
<tr>
<td>( \hat{T}_{2(eqre)} )</td>
<td>-0.216 -0.032</td>
<td>-0.224 -0.034</td>
<td>-0.231 -0.035</td>
</tr>
<tr>
<td>( \hat{T}_{2(eqpe)} )</td>
<td>0.197 0.041</td>
<td>0.207 0.042</td>
<td>0.216 0.043</td>
</tr>
<tr>
<td>Simulated RB (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \hat{y}_{lr(1)c} )</td>
<td>0.00 0.005</td>
<td>0.004 0.004</td>
<td>0.00 0.004</td>
</tr>
<tr>
<td>( \hat{T}_{1(eq)} )</td>
<td>-0.06 0.003</td>
<td>-0.005 0.003</td>
<td>-0.004 0.003</td>
</tr>
<tr>
<td>( \hat{T}_{1(eqre)} )</td>
<td>-0.216 -0.032</td>
<td>-0.224 -0.034</td>
<td>-0.231 -0.035</td>
</tr>
<tr>
<td>( \hat{T}_{1(eqpe)} )</td>
<td>0.197 0.041</td>
<td>0.207 0.042</td>
<td>0.216 0.043</td>
</tr>
<tr>
<td>( \hat{T}_{2(r)} )</td>
<td>-0.057 -0.004</td>
<td>-0.003 -0.003</td>
<td>-0.002 -0.001</td>
</tr>
<tr>
<td>( \hat{T}_{2(p)} )</td>
<td>-0.053 -0.005</td>
<td>-0.003 -0.003</td>
<td>-0.002 -0.001</td>
</tr>
<tr>
<td>( \hat{T}_{2(eq)} )</td>
<td>-0.055 -0.005</td>
<td>-0.004 -0.003</td>
<td>-0.002 -0.001</td>
</tr>
<tr>
<td>( \hat{T}_{2(eqre)} )</td>
<td>-0.060 -0.003</td>
<td>-0.005 -0.004</td>
<td>-0.003 -0.002</td>
</tr>
<tr>
<td>( \hat{T}_{2(eqpe)} )</td>
<td>-0.013 -0.007</td>
<td>-0.009 -0.005</td>
<td>-0.004 -0.003</td>
</tr>
<tr>
<td>( \hat{T}_{2(eqpe)} )</td>
<td>-0.015 -0.007</td>
<td>-0.009 -0.004</td>
<td>-0.002 -0.002</td>
</tr>
<tr>
<td>( \hat{T}_{2(eqpe)} )</td>
<td>-0.072 -0.003</td>
<td>-0.056 -0.001</td>
<td>-0.010 0.001</td>
</tr>
<tr>
<td>( \hat{T}_{3(r)} )</td>
<td>0.001 -0.005</td>
<td>-0.002 0.004</td>
<td>-0.003 0.003</td>
</tr>
<tr>
<td>( \hat{T}_{3(p)} )</td>
<td>-0.236 -0.036</td>
<td>-0.239 -0.036</td>
<td>-0.211 -0.037</td>
</tr>
<tr>
<td>( \hat{T}_{3(eq)} )</td>
<td>0.230 0.047</td>
<td>0.228 0.046</td>
<td>0.227 0.046</td>
</tr>
</tbody>
</table>

Error and the simulated bias are calculated

\[
\hat{\text{Bias}}(\hat{y}_{lr(1)c}) = \frac{\sum_{i=1}^{B} (\hat{y}_{lr(1)c}^{(i)} - \bar{Y})}{B},
\]

\[
\hat{\text{Bias}}(\hat{T}_{c(i)}) = \frac{\sum_{i=1}^{B} (\hat{T}_{c(i)} - \bar{Y})}{B},
\]

\[
\hat{\text{MSE}}(\hat{y}_{lr(1)c}) = \frac{\sum_{i=1}^{B} (\hat{y}_{lr(1)c}^{(i)} - \bar{Y})^2}{B}.
\]
and
\[ \text{MSE}(T^{(i)}_{s(c)}) = \frac{\sum_{i=1}^{B} \left( T^{(i)}_{s(c)} - \bar{Y} \right)^2}{B}. \]

[16], [6], [14] and [1] have introduced the empirical relative bias (RB) and the empirical relative root mean square error (RRMSE) to measure the efficiency of their suggested estimators. Following this, the empirical relative mean square error (RMSE) and the empirical relative bias (RB) of each considered estimator is calculated. The performance of each estimator is computed with respect to the regression estimator by means of the simulated PRE (percent relative efficiency)

\[
\text{RB}(\bar{y}_{lr(1)c}) = \frac{\text{Bias}(\bar{y}_{lr(1)c})}{\bar{Y}} \times 100, \quad \text{RB}(T^{(i)}_{s(c)}) = \frac{\text{Bias}(T^{(i)}_{s(c)})}{\bar{Y}} \times 100,
\]

\[
\text{RMSE}(\bar{y}_{lr(1)c}) = \frac{\text{MSE}(\bar{y}_{lr(1)c})}{\bar{Y}^2}, \quad \text{RMSE}(T^{(i)}_{s(c)}) = \frac{\text{MSE}(T^{(i)}_{s(c)})}{\bar{Y}^2}
\]

and
\[
\text{PRE}(T^{(i)}_{s(c)}) = \frac{\text{RMSE}(\bar{y}_{lr(1)c})}{\text{RMSE}(T^{(i)}_{s(c)})} \times 100.
\]

The results are shown in Table 7. To highlight the performance of the considered estimators in the Table 7, we use the “bold” sign to indicate the more efficient estimators than regression estimator. We can see that the estimators \(T_{2(r)}, T_{2(pe)}, T_{2(rp)}\) are more efficient than the regression estimator.

Finally, for each sample, we determine simulated confidence interval for the mean of the suggested estimators at 95% nominal confidence level by assuming normality

\[
\frac{\sum_{i=1}^{B} y_{lr(1)c}^{(i)}}{B} \pm z_{\alpha/2} \sqrt{\text{RMSE}(\bar{y}_{lr(1)c})}
\]

and
\[
\frac{\sum_{i=1}^{B} T^{(i)}_{s(c)}}{B} \pm z_{\alpha/2} \sqrt{\text{RMSE}(T^{(i)}_{s(c)})}
\]

The results are shown in Table 8, where LL denotes lower limit and UL denotes upper limit. In Table 8, the results are displayed only for \(n = 100\) due to less space. In Table 9, coverage rates of 95 percent rescaled bootstrap confidence interval for the mean are shown. It is observed that all the coverages are close to the nominal 95 percent.

Moreover, to establish the stability of results, we also consider the theoretical results for the minimum mean square errors and the biases, assuming that the parameters of the simulated population are known. When population parameters are assumed to be known, the good performance of our proposed classes of estimators is achieved. In Table 10, it can be seen that all the estimators are more efficient than the linear regression estimator.

7. Conclusions

To our knowledge, this is the first time that CSS design has been considered for sample selection when the problem of non-response is present. Considering estimators based on CSS, three general classes of estimators have been suggested for estimation of the population mean \(\bar{Y}\) with the auxiliary information using single and two-phase sampling. The existence of non-response problem in the study variable has been well deliberated in CSS. To tackle this problem, we have considered the well-known [8] non-respondents sub-sampling technique and also have determined the minimum mean square
Table 8. Confidence Interval results when population parameters are estimated

<table>
<thead>
<tr>
<th>Estimators</th>
<th>$\rho = 0.70, n = 100$</th>
<th>$\rho = 0.43, n = 100$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LL</td>
<td>UI</td>
</tr>
<tr>
<td>$\hat{y}_r(1)c$</td>
<td>10.45</td>
<td>10.77</td>
</tr>
<tr>
<td>$T_1(\gamma_{\epsilon})$</td>
<td>10.45</td>
<td>10.77</td>
</tr>
<tr>
<td>$T_1(\gamma_{\epsilon e})$</td>
<td>10.40</td>
<td>10.78</td>
</tr>
<tr>
<td>$T_1(\gamma_{\epsilon 2e})$</td>
<td>10.47</td>
<td>10.80</td>
</tr>
<tr>
<td>$T_2(r)$</td>
<td>10.45</td>
<td>10.77</td>
</tr>
<tr>
<td>$T_2(p)$</td>
<td>10.44</td>
<td>10.77</td>
</tr>
<tr>
<td>$T_2(\epsilon)$</td>
<td>10.45</td>
<td>10.77</td>
</tr>
<tr>
<td>$T_2(\epsilon e)$</td>
<td>10.43</td>
<td>10.78</td>
</tr>
<tr>
<td>$T_2(\epsilon 2e)$</td>
<td>10.45</td>
<td>10.77</td>
</tr>
<tr>
<td>$T_2(\epsilon p)$</td>
<td>10.42</td>
<td>10.79</td>
</tr>
<tr>
<td>$T_2(\epsilon r)$</td>
<td>10.45</td>
<td>10.78</td>
</tr>
<tr>
<td>$T_2(\epsilon p e)$</td>
<td>10.44</td>
<td>10.77</td>
</tr>
<tr>
<td>$T_2(\epsilon r e)$</td>
<td>10.43</td>
<td>10.78</td>
</tr>
<tr>
<td>$T_2(\epsilon r 2e)$</td>
<td>10.45</td>
<td>10.77</td>
</tr>
<tr>
<td>$T_2(\epsilon p r e)$</td>
<td>10.42</td>
<td>10.79</td>
</tr>
<tr>
<td>$T_2(\epsilon p r e)$</td>
<td>10.43</td>
<td>10.78</td>
</tr>
<tr>
<td>$T_3(r)$</td>
<td>10.45</td>
<td>10.78</td>
</tr>
<tr>
<td>$T_3(\epsilon)$</td>
<td>10.40</td>
<td>10.77</td>
</tr>
<tr>
<td>$T_3(\epsilon e)$</td>
<td>10.47</td>
<td>10.80</td>
</tr>
</tbody>
</table>

Table 9. Coverage rates (%) of the 95 percent rescaled bootstrap confidence interval for the mean

<table>
<thead>
<tr>
<th>Estimators</th>
<th>$\rho = 0.70$</th>
<th>$\rho = 0.59$</th>
<th>$\rho = 0.43$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$n = 100$</td>
<td>$n = 500$</td>
<td>$n = 100$</td>
</tr>
<tr>
<td>$\hat{y}_r(1)c$</td>
<td>0.905</td>
<td>0.981</td>
<td>0.905</td>
</tr>
<tr>
<td>$T_1(\gamma_{\epsilon})$</td>
<td>0.921</td>
<td>0.981</td>
<td>0.921</td>
</tr>
<tr>
<td>$T_1(\gamma_{\epsilon e})$</td>
<td>0.917</td>
<td>0.985</td>
<td>0.928</td>
</tr>
<tr>
<td>$T_1(\gamma_{\epsilon 2e})$</td>
<td>0.864</td>
<td>0.963</td>
<td>0.864</td>
</tr>
<tr>
<td>$T_2(r)$</td>
<td>0.935</td>
<td>0.986</td>
<td>0.935</td>
</tr>
<tr>
<td>$T_2(p)$</td>
<td>0.935</td>
<td>0.986</td>
<td>0.935</td>
</tr>
<tr>
<td>$T_2(\epsilon)$</td>
<td>0.935</td>
<td>0.986</td>
<td>0.935</td>
</tr>
<tr>
<td>$T_2(\epsilon e)$</td>
<td>0.935</td>
<td>0.986</td>
<td>0.935</td>
</tr>
<tr>
<td>$T_2(\epsilon 2e)$</td>
<td>0.908</td>
<td>0.974</td>
<td>0.908</td>
</tr>
<tr>
<td>$T_2(\epsilon p)$</td>
<td>0.921</td>
<td>0.991</td>
<td>0.906</td>
</tr>
<tr>
<td>$T_2(\epsilon r)$</td>
<td>0.921</td>
<td>0.991</td>
<td>0.921</td>
</tr>
<tr>
<td>$T_2(\epsilon p e)$</td>
<td>0.901</td>
<td>0.965</td>
<td>0.908</td>
</tr>
<tr>
<td>$T_3(r)$</td>
<td>0.905</td>
<td>0.981</td>
<td>0.905</td>
</tr>
<tr>
<td>$T_3(\epsilon)$</td>
<td>0.918</td>
<td>0.987</td>
<td>0.928</td>
</tr>
<tr>
<td>$T_3(\epsilon e)$</td>
<td>0.850</td>
<td>0.959</td>
<td>0.850</td>
</tr>
</tbody>
</table>

errors of the suggested classes of estimators in both cases. The linear regression estimators based on CSS has been considered as a benchmark for making comparison with the suggested classes. To see the performance of the classes of estimators, we have provided numerical results of the considered estimators not only based on CSS but also based on SRSWOR. It has been observed that all considered estimators are more efficient in CSS
Table 10. Theoretical results when population parameters are known for $n = 100$

<table>
<thead>
<tr>
<th>Estimators</th>
<th>$\rho = 0.70$</th>
<th>$\rho = 0.59$</th>
<th>$\rho = 0.43$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{y}_{\ell(1)c}$</td>
<td>100 100 100</td>
<td>100.01 100.00 100.00</td>
<td>100.72 100.84 100.97</td>
</tr>
<tr>
<td>$T_1(\nu_{reg})$</td>
<td>105.26 106.42 107.75</td>
<td>100.46 100.28 100.14</td>
<td></td>
</tr>
<tr>
<td>$T_1(\nu_{regre})$</td>
<td>100.01 100.00 100.00</td>
<td>100.03 100.02 100.02</td>
<td></td>
</tr>
<tr>
<td>$T_1(\nu_{regpe})$</td>
<td>100.49 101.07 101.94</td>
<td>105.26 106.42 107.75</td>
<td></td>
</tr>
<tr>
<td>$T_2(\nu_{r})$</td>
<td>100.72 100.84 100.97</td>
<td>100.46 100.28 100.14</td>
<td></td>
</tr>
<tr>
<td>$T_2(\nu_{re})$</td>
<td>100.00 100.00 100.00</td>
<td>100.03 100.02 100.02</td>
<td></td>
</tr>
<tr>
<td>$T_2(\nu_{pe})$</td>
<td>100.49 101.07 101.94</td>
<td>105.26 106.42 107.75</td>
<td></td>
</tr>
<tr>
<td>$T_2(\nu_{re})$</td>
<td>100.01 100.00 100.00</td>
<td>100.03 100.02 100.02</td>
<td></td>
</tr>
<tr>
<td>$T_2(\nu_{pe})$</td>
<td>100.49 101.07 101.94</td>
<td>105.26 106.42 107.75</td>
<td></td>
</tr>
<tr>
<td>$T_2(\nu_{rre})$</td>
<td>103.00 103.49 103.97</td>
<td>103.00 103.49 103.97</td>
<td></td>
</tr>
<tr>
<td>$T_3(\nu_{r})$</td>
<td>100.46 100.28 100.14</td>
<td>105.26 106.42 107.75</td>
<td></td>
</tr>
<tr>
<td>$T_3(\nu_{re})$</td>
<td>100.72 100.84 100.97</td>
<td>105.26 106.42 107.75</td>
<td></td>
</tr>
<tr>
<td>$T_3(\nu_{pe})$</td>
<td>100.49 101.07 101.94</td>
<td>105.26 106.42 107.75</td>
<td></td>
</tr>
<tr>
<td>Bias</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\hat{y}_{\ell(1)c}$</td>
<td>0 0 0</td>
<td>-0.001 -0.001 -0.001</td>
<td></td>
</tr>
<tr>
<td>$T_1(\nu_{reg})$</td>
<td>-0.001 -0.001 -0.001</td>
<td>-0.001 -0.001 -0.001</td>
<td></td>
</tr>
<tr>
<td>$T_1(\nu_{regre})$</td>
<td>-0.001 -0.001 -0.001</td>
<td>-0.001 -0.001 -0.001</td>
<td></td>
</tr>
<tr>
<td>$T_1(\nu_{regpe})$</td>
<td>-0.001 -0.001 -0.001</td>
<td>-0.001 -0.001 -0.001</td>
<td></td>
</tr>
<tr>
<td>$T_2(\nu_{r})$</td>
<td>-0.001 -0.001 -0.001</td>
<td>-0.001 -0.001 -0.001</td>
<td></td>
</tr>
<tr>
<td>$T_2(\nu_{re})$</td>
<td>-0.001 -0.001 -0.001</td>
<td>-0.001 -0.001 -0.001</td>
<td></td>
</tr>
<tr>
<td>$T_2(\nu_{pe})$</td>
<td>-0.001 -0.001 -0.001</td>
<td>-0.001 -0.001 -0.001</td>
<td></td>
</tr>
<tr>
<td>$T_2(\nu_{rre})$</td>
<td>-0.001 -0.001 -0.001</td>
<td>-0.001 -0.001 -0.001</td>
<td></td>
</tr>
<tr>
<td>$T_3(\nu_{r})$</td>
<td>-0.001 -0.001 -0.001</td>
<td>-0.001 -0.001 -0.001</td>
<td></td>
</tr>
<tr>
<td>$T_3(\nu_{re})$</td>
<td>-0.001 -0.001 -0.001</td>
<td>-0.001 -0.001 -0.001</td>
<td></td>
</tr>
<tr>
<td>$T_3(\nu_{pe})$</td>
<td>-0.001 -0.001 -0.001</td>
<td>-0.001 -0.001 -0.001</td>
<td></td>
</tr>
</tbody>
</table>

than SRSWOR for single-phase. In case of two-phases, the efficiency of estimators under CSS and SRSWOR is dependent on $m$. Further, it is also important to note that our efficiency results have dependent on the considered population and particularly from $\rho_y$ and $\rho_x$ values. But from a general point of view, it is expected that CSS can be preferred for the greater simplicity. It is noted that the first and third classes can be preferable in case of complete response on $Y$, while second class may be a better choice in non-response case.

Furthermore, we have analyzed the numerical comparison on the real population by a Monte Carlo study with the intention to comprehend the validation of certain results when extra estimates are needed in CSS design. In addition, the simulated confidence intervals for the suggested estimators are also analyzed. When the information of the population parameters is unavailable, some of the proposed estimators are shown more efficient than
linear regression estimators. However, the results are ambiguous for some estimators investigated in the simulation study. Apart from this, all the suggested estimators are more efficient than regression estimator while the information of the population parameters is accessible.
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