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Abstract
Aim: The use of artificial intelligence (AI) technologies in the field of healthcare is becoming increasingly 
widespread. Due to their dynamic and evolving nature, AI technologies may create anxiety among future 
healthcare professionals. This study aimed to assess medical students’ anxiety levels related to AI and 
their perceptions and attitudes toward AI applications in healthcare. 
Methods: This cross-sectional study was conducted at Yozgat Bozok University Faculty of Medicine. A 
questionnaire evaluating students’ perceptions and attitudes on the use of AI in healthcare and the Artifi-
cial Intelligence Anxiety Scale was administered to medical students. 
Results: A total of 490 medical students (68.72% of all students) participated in the study. The partici-
pants’ mean score on the Artificial Intelligence Anxiety Scale was 47.09±12.78 (min:16- max:80). Female 
participants had significantly higher AI anxiety scores compared to male participants (p<0.001). Par-
ticipants who were knowledgeable about AI applications in healthcare had significantly lower anxiety 
scores (p=0.002). Participants who trusted AI-generated diagnoses based on patient records had lower 
anxiety scores (p =0.006). Participants who did not find AI-generated treatment algorithms reliable had 
significantly higher anxiety scores (p=0.001). Participants who lacked knowledge about AI applications in 
healthcare were significantly less willing to utilize AI-generated treatment algorithms (p=0.002). Partici-
pants who lacked trust in AI-generated diagnoses based on patient records were significantly less likely to 
recommend AI-generated treatments to patients (p<0.001).
Conclusions: Artificial intelligence anxiety among medical students is associated with knowledge and 
trust in AI. Enhancing students’ understanding of AI may increase trust, improve attitudes toward AI, and 
support its responsible integration into future clinical practice.
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Öz
Amaç: Yapay zeka teknolojilerinin sağlık alanında kullanımı yaygınlaşmaktadır. Yapay zeka teknolojileri, 
dinamik ve gelişime açık uygulamaları içermesi nedeniyle geleceğin sağlık profesyonellerinde kaygı yarat-
ması muhtemeldir. Bu araştırma, tıp öğrencilerinin yapay zekaya ilişkin kaygı düzeylerini ve sağlık alanında 
kullanılan yapay zeka uygulamalarına yönelik algılarını ve tutumlarını değerlendirmeyi amaçlamaktadır.
Yöntemler: Kesitsel tipte olan bu araştırma Yozgat Bozok Üniversitesi Tıp Fakültesi’nde gerçekleştirilmiştir. 
Tıp fakültesi öğrencilerine sağlık alanında yapay zeka uygulamalarının kullanımına dair algıları ve tutumla-
rını değerlendiren anket ve yapay zeka kaygı ölçeği uygulanmıştır.
Bulgular: Çalışmaya toplamda 490 tıp fakültesi öğrencisi (tüm öğrencilerin %68,72’si) katılmıştır. Katı-
lımcıların Yapay Zeka Kaygı Ölçeği ortalama puanı 47,09±12,78 (min: 16 – maks: 80) bulunmuştur. Kadın 
katılımcıların yapay zeka kaygı puanları, erkeklere göre anlamlı derecede yüksek bulunmuştur (p<0,001). 
Sağlık alanında kullanılan yapay zeka uygulamaları hakkında bilgi sahibi olan katılımcıların kaygı puanla-
rı anlamlı derecede düşük saptanmıştır (p=0,002). Yapay zeka tarafından hasta kayıtlarına dayanılarak 
üretilen tanılara güvenen katılımcıların, kaygı puanları anlamlı derecede daha düşüktür (p=0,006). Yapay 
zekanın belirlediği tedavi algoritmalarını güvenilir bulmayan katılımcıların kaygı puanları anlamlı derece-
de yüksektir (p=0,001). Sağlıkta yapay zeka uygulamaları konusunda bilgi eksikliği olan katılımcılar, ya-
pay zeka tarafından belirlenen tedavi algoritmalarını kullanmaya daha az istekli olduklarını belirtmişlerdir 
(p=0,002). Hasta kayıtlarına dayanılarak yapay zekanın belirlediği tanılara güvenmeyen katılımcılar, yapay 
zekanın belirlediği tedavileri hastalara önermeye anlamlı derecede daha az eğilimlidir (p<0,001).
Sonuçlar: Tıp fakültesi öğrencilerinde yapay zeka kaygısı, yapay zekaya ilişkin bilgi düzeyi ve yapay zekaya 
duyulan güven gibi faktörlerle ilişkili bulunmuştur. Öğrencilerin yapay zekayı daha iyi anlamasını sağlamak, 
yapay zekaya karşı tutumları olumlu yönde etkileyebilir ve yapay zekanın gelecekteki klinik uygulamalara 
sorumlu bir şekilde entegrasyonunu destekleyebilir.
Anahtar Sözcükler: Anksiyete; tıp eğitimi; tıp öğrencisi; tutum; yapay zeka
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INTRODUCTION
The integration of artificial intelligence (AI) into 
healthcare is transforming clinical practice, with AI-
driven systems now supporting diagnostic processes, 
treatment planning, and risk stratification (1–4). 
While these advancements promise improved effi-
ciency and patient outcomes, they also raise concerns 
among healthcare professionals, particularly regarding 
job displacement, accountability, and the erosion of 
human-centered care (5–7). 

Medical students, as future clinicians, are at the 
forefront of this transformation and may experience 
heightened anxiety related to AI—a phenomenon in-
creasingly recognized as a potential barrier to the ef-
fective adoption of AI in clinical settings. Recent stud-
ies indicate that AI applications have demonstrated 
performance comparable to, or even exceeding, that 
of physicians in specific medical examinations, which 
may intensify students’ concerns about professional 
relevance and competence (8,9).

Medical students will shape AI clinical integration 
as the future generation of healthcare providers. How-
ever, most medical schools lack structured AI courses, 
leading students to adopt attitudes and anxiety based 
on limited exposure (10,11). Insufficient knowledge 
may cause uncertainty and worry, decreasing technol-
ogy adoption (12). Thus, AI-related anxiety and its 
relationship to students’ trust and attitudes must be as-
sessed to inform educational programs and prepare a 
healthcare workforce that can use AI.

Although research has explored medical students’ 
attitudes toward and readiness for AI, there remains a 
significant gap in understanding how AI-related anxi-
ety shapes their attitudes, beliefs, and trust toward AI 
applications in clinical contexts. Specifically, it is un-
clear whether higher anxiety levels correlate with re-
duced trust in AI-generated diagnoses or reluctance to 
use AI-supported treatment algorithms—key compo-
nents of future clinical workflows.

To address this gap, the present study aims to ex-
amine the level of AI anxiety among medical students 
and to investigate its association with their percep-
tions, attitudes, and behavioral intentions toward AI 
in healthcare. This study investigates how AI-related 
anxiety associates with students’ trust in AI-generated 
outputs and their willingness to incorporate AI tools 

into future patient care. By exploring these relation-
ships, we aim to contribute to a deeper understanding 
of the psychosocial factors influencing AI acceptance 
among the next generation of healthcare providers.

MATERIALS AND METHODS
Participants
This study is descriptive cross-sectional research con-
ducted among medical students. The study popula-
tion consisted of all students enrolled in Yozgat Bozok 
University Faculty of Medicine during the 2024–2025 
academic year. Since the aim was to reach the entire 
population, no sampling method was employed. The 
data was collected between March and June 2025, dur-
ing time periods that aligned with the students’ avail-
ability.

Ethical approval was obtained from the Non-Inter-
ventional Research Ethics Committee of Yozgat Bozok 
University (date: 05.03.2025, decision no: 2025-GO-
KAEK-255_2025.03.05_391). Prior to data collection, 
informed consent was obtained from all students who 
voluntarily agreed to participate. Participants who 
consented were asked to complete a data collection 
form and the Artificial Intelligence Anxiety Scale. 

Inclusion criteria: Students who were 18 years of 
age or older, currently enrolled at Yozgat Bozok Uni-
versity Faculty of Medicine and voluntarily agreed to 
participate by providing written informed consent 
were included in the study.

Exclusion criteria: Students who were not students 
at Yozgat Bozok University Faculty of Medicine, un-
der 18 years of age, failed to provide informed consent, 
withdrew from the study, or provided incomplete or 
inconsistent survey data were excluded.

Data collection form and scale
The data collection form was developed by the re-
searchers and included 17 questions evaluating par-
ticipants’ age, gender, grade, income level, parental 
education level, perceptions and attitudes on the use 
of AI in healthcare. In order to assess participants’ per-
ceptions and attitudes toward AI, questions were asked 
in a yes/no format, such as “Are you familiar with AI-
supported applications used in the field of health?”, 
“Would you trust a diagnosis or treatment determined 
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by AI based on a patient’s medical records?”, “Would 
you recommend a treatment determined by AI based 
on a patient’s medical records?”, “Does the use of AI in 
healthcare reduce medical errors?”, and “Does the use 
of AI in healthcare reduce excessive and unnecessary 
diagnoses or treatments?”

The Artificial Intelligence Anxiety Scale (AIAS) 
was originally developed by Wang and Wang in 2019 
(13), and it was adapted into Turkish with validity and 
reliability testing conducted by Akkaya et al. (14). The 
scale consists of 16 items and is structured as a 5-point 
Likert-type scale (1 = strongly disagree, 5 = strongly 
agree). Total scores range from a minimum of 16 to 
a maximum of 80. The scale includes four subdimen-
sions: “learning,” “job replacement,” “sociotechnical 
blindness” and “AI configuration.”

Statistical analysis
The data were analyzed using the SPSS Statistics for Win-
dows (Statistical Package for the Social Sciences pack-
age program version 20.0, IBM Corp., Armonk, N.Y., 
USA). To assess the normality of distribution, skewness 
and kurtosis coefficients were examined. Descriptive 
statistics were presented as frequencies and percentages. 
For the analysis of the relationships between continu-
ous variables and other variables, independent samples 
t-tests, one-way ANOVA, and Kruskal-Wallis tests were 
used. The chi-square test was employed for the analysis 
of categorical variables. A p-value of less than 0.05 was 
considered statistically significant.

A post-hoc power analysis conducted using 
G*Power (version 3.1) indicated that, with a sample 
size of 490 and an alpha level of 0.05, the study achieved 
a power exceeding 0.95 to detect small-to-moderate 
effect sizes (Cohen’s d = 0.30, w = 0.15) in both group 
comparisons and association analyses, supporting the 
robustness of the findings.

The dependent variable of this study is the partici-
pants’ level of anxiety toward artificial intelligence. The 
independent variables include demographic charac-
teristics such as gender, age, grade, balance of income 
and expenses and parental education level, as well 
as participants’ general life experience with AI, their 
knowledge regarding AI applications in the field of 
health and their beliefs and confidence levels concern-
ing the potential benefits (such as reduction of medical 

errors and prevention of unnecessary prescriptions) 
and risks (such as unnecessary tests or treatments) 
that AI systems may present.

Study outcomes
The primary outcome of this study was the level of AI-
related anxiety among medical students, as measured 
by the AIAS.

The secondary outcomes were:
•	 The association between AI anxiety levels and so-

ciodemographic characteristics (age, gender, pa-
rental education, income level),

•	 The relationship between AI anxiety and students’ 
knowledge of AI applications in healthcare, trust 
in AI-generated outputs and willingness to use AI 
tools in clinical settings,

•	 The influence of AI-related perceptions on stu-
dents’ attitudes and behavioral intentions regard-
ing AI-assisted diagnosis, treatment recommenda-
tions and prescribing practices.

RESULTS
A total of 490 medical students participated in the 
study, representing 68.72% of all students. Of the 
participants, 60.4% (n=296) were female and 39.6% 
(n=194) were male. The mean age of participants was 
21.80 ± 2.45 years (min: 18–max: 41). By grade, 16.5% 
(n=81) were first grade, 20.6% (n=101) second grade, 
19.2% (n=94) third grade, 13.1% (n=64) fourth grade, 
15.1% (n=74) fifth grade, and 15.5% (n=76) sixth 
grade students.

A total of 55.5% (n=272) of participants indicated 
that their income matched their expenses. Addition-
ally, 26.5% (n=130) reported expenses exceeding in-
come, while 18% (n=88) reported income exceeding 
expenses. For parental education, 38.6% of mothers 
(n=189) were primary school graduates and 39.8% of 
fathers (n=195) were university graduates (Table 1).

Of the participants, 74.1% (n=363) indicated 
knowledge of AI applications in daily life, while 50.8% 
(n=249) reported familiarity with AI applications in 
healthcare. Additionally, 91.2% (n=447) considered 
the implementation of AI in healthcare necessary.

In the context of clinical application, 88% (n=431) 
of students reported a willingness to use AI-generat-
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ed algorithms for diagnostic purposes. Despite this, 
64.7% (n=317) considered diagnostic outcomes pro-
duced by AI from patient medical records to be unre-
liable. Similarly, 86.9% (n=426) expressed interest in 
AI-generated treatment algorithms, yet 61.4% (n=301) 
did not trust treatment recommendations based on 
patient records, and 53.7% (n=263) would not advise 
patients to follow such recommendations.

Furthermore, 67.8% (n=332) of participants in-
dicated that the implementation of AI in health sci-
ences would reduce medical error rates. In contrast, 
59.6% (n=292) expressed concern that the use of pa-
tient medical records by AI could result in unneces-
sary tests or treatments. Additionally, 69% (n=338) re-
ported that AI integration in healthcare delivery could 
decrease the frequency of unnecessary prescriptions.

The mean score on the AIAS among participants was 
47.09 ± 12.78 (min: 16–max: 80). The mean scores for the 
subdimensions of the scale are presented in Table 2. The 
internal consistency coefficient for the AIAS was 0.935.

AIAS scores were significantly higher among fe-
male participants compared to male participants 
(p<0.001). Participants who indicated knowledge of 
AI applications in healthcare exhibited significantly 
lower anxiety scores (p=0.002).

Students in the clinical phase had higher average 
AIAS scores (mean: 47.80±13.22) than those in the 
preclinical phase (mean: 46.55±12.43); yet, this differ-
ence was not statistically significant (p=0.273).

Participants who considered AI-generated diag-
noses based on patient health records to be reliable 
exhibited significantly lower anxiety scores (p=0.006), 
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Table 1. Distribution of participants according to sociodemographic characteristics
n %

Age 18-20 years
21-23 years
24 years and above

143
253
94

29.2
51.6
19.2

Gender Female
Male

296
194

60.4
39.6

Grade Grade 1
Grade 2
Grade 3
Grade 4
Grade 5
Grade 6

81
101
94
64
74
76

16.5
20.6
19.2
13.1
15.1
15.5

Monthly income Income exceeds expenses
Income equals expenses
Expenses exceed income

88
272
130

18
55.5
26.5

Maternal education level Literate
Primary education
High school
University
Postgraduate

17
189
132
129
23

3.5
38.6
26.9
26.3
4.7

Paternal education
level

Literate
Primary education
High school
University
Postgraduate

4
113
134
195
23

0.8
23.1
27.3
39.8
4.7

n: Number, %: Percentage

Table 2. Examination of the sub-dimensions of the artificial intelligence anxiety scale
Mean±SD Min-Max

Artificial intelligence anxiety 
scale subdimensions

Learning 12.25±4.57 5-25

Job replacement 12.48±4.22 4-20

Sociotechnical blindness 13.44±3.79 4-20
AI configuration 8.92±3.19 3-15

SD: Standard deviation, Min: Minimum, Max: Maximum, AI: Artificial intelligence
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whereas those who did not trust AI-generated treat-
ment algorithms showed significantly higher anxiety 
levels (p=0.001). Additionally, participants unwill-
ing to utilize AI-generated treatment algorithms also 
demonstrated higher anxiety scores, which was statis-
tically significant (p=0.017).

Participants who believed that the implementation 
of AI in health sciences would reduce the incidence of 

medical errors exhibited lower anxiety scores (p=0.001). 
In contrast, those who perceived that AI’s utilization of 
patient health records might result in unnecessary or 
excessive testing or treatment demonstrated signifi-
cantly higher anxiety levels (p=0.033) (Table 3). No sta-
tistically significant relationship was found between AI 
anxiety scores and participants’ age, income level, year 
of study, or parental education level (p>0.05).

Table 3. The relationship between participants’ artificial intelligence anxiety scores with various variables

   n (%)  Mean ±SD Min-Max      p

Gender    Female
   Male

296 (60.4)
194 (39.6)

48.84±12.31
44.42±13.07

  16-80
  16-73

<0.001*

Knowledge status regarding 
AI- supported applications 
used in healthcare

   Yes
   No

249 (50.8)
241 (49.2)

45.35±12.63
48.90±12.72

  16-80
  16-77

0.002*

Trust in AI-generated 
diagnoses using patients’ 
medical records

   Yes
   No

173 (35.3)
317 (64.7)

44.93±12.74
48.27±12.67

  16-74
  16-80

0.006*

Trust in AI-recommended 
treatments using patients’ 
medical records

   Yes
   No

189 (38.6)
301 (61.4)

44.64±12.56
48.63±12.70

  16-74
  16-80

0.001*

Intention to utilize AI-
based treatment algorithms 
derived from patients’ 
medical records

  Yes
  No

426 (86.9)
64 (13.1)

46.56±12.30
50.65±15.25

  16-80
  16-80

0.017*

Belief that the use of AI 
reduces the rate of medical 
errors

 Yes
 No

332 (67.8)
158 (32.2)

45.74±12.14
49.93±13.66

  16-74
  16-80

0.001*

Belief that the use of AI 
leads to unnecessary 
and excessive diagnosis/
treatment

 Yes
 No

292 (59.6)
198 (40.4)

48.11±12.27
45.60±13.40

  16-80
  16-77

0.033*

n: Number, %: Percentage, SD: Standard deviation, Min: Minimum, Max: Maximum, AI: Artificial intelligence, p: p value, * p<0.05

Table 4: Examination of participants’ knowledge of artificial intelligence and their utilization of AI

Intention to use AI-determined
treatment algorithms

 Yes
 n (%)  

No
n (%)

p

Knowledge status regarding AI-supported 
applications used in the healthcare

Yes
No

 228 (53.5)
198 (46.5)

21 (32.8)
43 (67.2)  0.002*

n: Number, %: Percentage, AI: Artificial intelligence, p: p value, * p<0.05

Table 5: The relationship between participants’ trust in AI-determined diagnoses and the recommendation of AI-determined treatments to 
patients

Recommending AI-determined
treatment to the patient

 Yes
 n (%)  

No
n (%)

p

Trust in AI-determined diagnoses Yes
No

 155 (68.3)
72 (31.7)

18 (6.8)
245 (93.2)

<0.001*

n: Number, %: Percentage, AI: Artificial intelligence, p: p value, * p<0.05
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Participants with limited knowledge regarding 
AI applications in healthcare were significantly more 
likely to express reluctance to use AI-generated treat-
ment algorithms (p=0.002) (Table 4). Similarly, par-
ticipants who lacked trust in AI-generated diagnoses 
based on patient records were significantly less in-
clined to recommend AI-generated treatments to pa-
tients (p<0.001) (Table 5). Furthermore, participants 
who believed that the use of AI in healthcare would 
reduce unnecessary prescribing also reported that it 
would decrease the rate of medical errors; this associa-
tion was statistically significant (p<0.001).

Female students scored significantly higher than 
males in the subdimensions of job replacement 
(p<0.001), sociotechnical blindness (p=0.001), and AI 
configuration (p<0.001). Although their score in the 
learning subdimension was also higher, the difference 
was not statistically significant (p=0.094).

DISCUSSION AND CONCLUSION
This study evaluated AI anxiety among medical stu-
dents and its relationship with their perceptions, at-
titudes and behavioral intentions toward AI applica-
tions in clinical contexts. A review of the literature 
revealed no prior research specifically examining the 
association between AI anxiety and students’ inten-
tions to use AI tools in future practice. The findings 
of this study are discussed in light of existing research 
and literature analyses.

AI applications and AI-based decision support sys-
tems have become increasingly common in healthcare. 
The growing use of AI may contribute to elevated levels 
of AI-related anxiety among medical students. In this 
study, students’ anxiety levels were assessed using the 
AIAS, and considering the maximum possible score 
on the scale, the overall AI anxiety level was found to 
be moderate. To our knowledge, no comparable study 
has assessed AI anxiety in medical students using the 
same scale. However, studies evaluating AI anxiety 
among students in health sciences have reported mod-
erate levels of anxiety (15,16). The moderate level of 
AI anxiety observed in students may be attributed to 
their belonging to a generation familiar with technol-
ogy, coupled with a mixture of concern and curiosity 
regarding AI.

Higher AI anxiety significantly correlated with low-
er levels of knowledge about AI applications in health-
care, in line with existing literature (17–19). This finding 
demonstrates the value of integrating AI literacy into 
medical curricula. Early exposure to AI-supported clin-
ical decision tools during preclinical and clinical train-
ing may not only enhance technical understanding but 
also mitigate anxiety by creating an environment that 
promotes autonomy and competence.

Gender is another factor influencing AI-related 
anxiety. The literature presents different findings re-
garding the relationship between gender and AI anxiety 
(20-22). In this study, female students exhibited signifi-
cantly higher AI anxiety scores than their male coun-
terparts. This is consistent with studies indicating that 
female students may perceive emerging technologies as 
more threatening to job security and professional iden-
tity (20,21). While the underlying mechanisms require 
further exploration, potential factors include differences 
in self-efficacy, prior technology exposure, or socializa-
tion patterns in technology and data-driven fields.

While the use of AI in healthcare introduces in-
novative approaches to service delivery, it also raises 
ethical concerns. AI can facilitate faster progress in 
healthcare, promoting efficient use of human resourc-
es and time. However, a critical ethical issue is the lack 
of transparency regarding accountability. For instance, 
there is no clear consensus on who holds responsibil-
ity in cases of erroneous clinical decisions or medical 
errors resulting from AI-supported systems (23,24). In 
this study, students with lower AI anxiety were more 
likely to believe that AI would reduce medical errors. 
Such beliefs may reflect their limited professional ex-
perience and consequent lack of awareness about the 
potential implications of medical errors, as well as 
insufficient understanding of AI’s capabilities and its 
legal boundaries.

The ability of AI to offer personalized diagnos-
tic and therapeutic options makes its application in 
healthcare particularly appealing. Although AI algo-
rithms provide clinicians with significant support by 
delivering high accuracy and speed in diagnosis and 
treatment, their opaque nature limits their trustwor-
thy use (25-27). Research assessing medical students’ 
perspectives on AI usage indicates concerns about 
trust issues and potential breaches of professional 
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confidentiality associated with AI in healthcare deliv-
ery (28,29). Consistent with the literature, the present 
study found that medical students with higher AI anx-
iety levels tended to distrust AI-generated diagnostic 
and treatment algorithms and reported reluctance 
to recommend AI-suggested treatments to patients. 
Future efforts to enhance algorithmic transparency 
through explicable AI approaches may help address 
concerns regarding trust and accountability among fu-
ture healthcare providers.

The literature also highlights that AI-based deci-
sion support systems’ personalized treatment plans are 
expected to prevent unnecessary and excessive inter-
ventions (30-32). While existing literature supports the 
notion that AI usage contributes to quaternary preven-
tion, this study revealed that students with higher AI 
anxiety were more likely to believe that AI’s reliance 
on patient health records could lead to unnecessary 
and excessive testing or treatments. This attitude may 
stem from concerns that AI might replace physicians, 
reduce clinicians’ oversight in error detection, and po-
tentially make incorrect decisions.

AI is also employed in healthcare delivery through 
prescription systems. AI-assisted systems show prom-
ise in reducing inappropriate prescribing. In China, 
the AI-assisted prescription review system lowered 
irrational prescriptions from 27.7% to 24.1% and re-
duced high-risk cases from 13.6% to 1.5% (33). An-
other study reported that the use of clinical decision 
support systems was associated with a reduction in the 
number of overprescribed medications (34). Consis-
tent with the literature, this study found that the ma-
jority of medical students believe that the use of AI in 
healthcare delivery can reduce unnecessary prescrip-
tions. This consistency between students’ perceptions 
and empirical evidence suggests that future physicians 
are likely to embrace AI as a supportive tool in future 
clinical workflows. However, further studies are need-
ed to explore how these positive attitudes will translate 
into real-world prescribing practices.

The main limitation of this study is that it was con-
ducted as a single-center cross-sectional study, which 
prevents the generalization of the results to all medical 
students. Conducting multicenter and longitudinal stud-
ies that evaluate students throughout their medical edu-
cation would enhance the generalizability of the findings.

The response rate of 68.72% suggests that non-
respondents may differ systematically from partici-
pants, potentially affecting the representativeness of 
the sample.

As participation is voluntary, the probability that 
individuals with an interest in the subject are more 
likely to take part in the study may pose a source of 
bias. Since the survey responses were based on self-
assessment, there is a possibility that participants pro-
vided socially desirable answers.

To our knowledge, this is one of the first studies 
in Türkiye to investigate how AI-related anxiety influ-
ences medical students’ attitudes and behavioral in-
tentions toward AI in healthcare. It reveals the role of 
perceived reliability, knowledge, and trust in shaping 
students’ openness to AI integration in future practice.

The findings of this study indicate that AI-related 
anxiety among medical students is significantly asso-
ciated with knowledge deficits and perceived reliabil-
ity of AI-generated clinical outputs. Students without 
knowledge about AI applications in healthcare report-
ed higher anxiety, suggesting that familiarity with AI 
may play a moderating role in emotional responses to 
emerging technologies. Similarly, reluctance to adopt 
AI tools was linked to distrust in AI-generated diag-
noses and treatments, highlighting the importance of 
perceived trustworthiness in technology adoption.

These results align with the Technology Accep-
tance Model (TAM), where perceived usefulness and 
perceived ease of use are key determinants of behav-
ioral intention. These findings suggest that educational 
initiatives aimed at improving AI literacy and familiar-
ity with clinical decision support systems could play 
a role in mitigating anxiety and fostering acceptance 
among future physicians.

Given the expanding role of AI in healthcare, fur-
ther exploration of how structured curricular integra-
tion of AI literacy impacts student anxiety and their 
behavioral intentions to adopt AI in future clinical 
roles is warranted.

Acknowledgement
The authors would like to thank the medical students 
who participated in this study. 

Anadolu Klin / Anatol Clin

114



Anatolian Clinic Journal of Medical Sciences, January 2026; Volume 31, Issue 1

Conflict-of-interest and financial disclosure 
The authors declare that they have no conflict of inter-
est to disclose. The authors also declare that they did 
not receive any financial support for the study.

REFERENCES
1.	 Hosgor H, Gungordu H. A qualitative research on 

the uses of artificial intelligence in health. Ejosat. 
2022;(35):395-407.

2.	 Sun Z, Wang K, Gao G, et al. Assessing the perfor-
mance of artificial intelligence assistance for prostate 
MRI: a two-center study involving radiologists with 
different experience levels. J Magn Reson Imaging. 
2025;61(5):2234-45. 

3.	 Somashekhar SP, Sepúlveda MJ, Puglielli S, et al. Watson 
for oncology and breast cancer treatment recommenda-
tions: agreement with an expert multidisciplinary tumor 
board. Ann Oncol. 2018;29(2):418-23. 

4.	 Yao X, Rushlow DR, Inselman JW, et al. Artificial intel-
ligence–enabled electrocardiograms for identification 
of patients with low ejection fraction: a pragmatic, ran-
domized clinical trial. Nat Med. 2021;27:815-9. 

5.	 Blease C,  Kaptchuk TJ,  Bernstein MH,  et al. Artificial 
intelligence and the future of primary care: exploratory 
qualitative study of UK general practitioners’ views. J 
Med Internet Res. 2019;21(3):e12802. 

6.	 Sahoo RK, Sahoo KC, Negi S, et al. Health profession-
als’ perspectives on the use of artificial intelligence in 
healthcare: a systematic review. Patient Educ Couns. 
2025;134:108680. 

7.	 Sezgin E. Artificial intelligence in healthcare: Comple-
menting, not replacing, doctors and healthcare provid-
ers. Digit Health. 2023;9:20552076231186520. 

8.	 Pamuk C, Uyanik A, Kuyucu E, et al. Can ChatGPT 
pass the Turkish orthopedics and traumatology board 
examination? Turkish orthopedic surgeons versus ar-
tificial intelligence. Ulus Travma Acil Cerrahi Derg. 
2025;31(3):310-5. 

9.	 Hanna RE, Smith L, Mhaskar R, et al. Performance of 
language models on the family medicine in-training 
exam. Fam Med. 2024;56(9):555-60. 

10.	 Paranjape K, Schinkel M, Nannan Panday R, et al. Intro-
ducing artificial intelligence training in medical educa-
tion. JMIR Med Educ. 2019;5(2):e16048.

11.	 Park CJ, Yi PH, Siegel EL. Medical Student Perspectives 
on the Impact of Artificial Intelligence on the Practice 
of Medicine. Curr Probl Diagn Radiol. 2021;50(5):614-9. 

12.	 Zhou Q, Yang L, Tang Y, et al. The mediation of trust on 
artificial intelligence anxiety and continuous adoption of 
artificial intelligence technology among primacy nurses: 
a cross-sectional study. BMC Nurs. 2025;24(1):724. 

13.	 Wang YY, Wang YS. Development and validation of an 
artificial intelligence anxiety scale: an initial applica-
tion in predicting motivated learning behavior. Interact 
Learn Environ. 2019;30(4):619–34. 

14.	 Akkaya B, Ozkan A, Ozkan H. Artificial intelligence 
anxiety (aia) scale: adaptation to Turkish, validity and re-
liability study. Alanya Akademik Bakis. 2021;5(2):1125-
46.

15.	 Varol B. Artificial intelligence anxiety in nursing stu-
dents: the impact of self-efficacy. Comput Inform Nurs. 
2025;43(6):e01250. 

16.	 Ongun P, Gul B, Muslu IE, et al. Determination of artifi-
cial intelligence anxiety status of nursing students: cross-
sectional-descriptive study. BANU Journal of Health 
Science and Research. 2024;6(2):304-12.

17.	 Beketov V, Lebedeva M, Taranova M. The use of artifi-
cial intelligence in teaching medical students to increase 
motivation and reduce anxiety during academic prac-
tice. Curr Psychol. 2024;43:14367–77. 

18.	 Gong B, Nugent JP, Guest W, et al. Influence of artificial 
intelligence on Canadian medical students’ preference 
for radiology specialty: a national survey study. Acad 
Radiol. 2019;26(4):566-77. 

19.	 Eker A, Çaliskan AA, Zorali A, et al. Medical stu-
dents’ knowledge and attitudes about artificial intel-
ligence: a cross-sectional survey. Tıp Egitimi Dunyasi. 
2023;22(68):41-51. 

20.	 Choudhary S, Kandel L. Gender Differences in Affinity 
Toward Technology Among Undergraduate Manage-
ment Students: A Statistical Analysis. NPRC J Multidis 
Res. 2025;2(3):81-96.

21.	 Tomás D, Pujol F, Cachero C. Gender bias in self-per-
ception of artificial intelligence knowledge, impact, and 
support among higher education students: an observa-
tional study. ACM Trans Comput Educ. 2025;25(2)1-26. 

22.	 Hajam K, Gahir S. Unveiling the attitudes of university 
students toward artificial intelligence. J Educ Technol 
Syst. 2024;52:335-45. 

23.	 Zhang Z, Zhang J. Ethics and governance of trustworthy 
medical artificial intelligence. BMC Med Inform Decis 
Mak. 2023;23(7). 

24.	 Boudi AL, Boudi M, Chan C, et al. Ethical chal-
lenges of artificial intelligence in medicine. Cureus. 
2024;16(11):e74495. 

25.	 Darbandi MR, Darbandi M, Darbandi S, Bado I, Hadi-

115

Artificial intelligence, perceptions, attitudes and anxietyUyar Zekey and Zekey



Anadolu Kliniği Tıp Bilimleri Dergisi, Ocak 2026;  Cilt 31, Sayı 1

zadeh M, Khorram Khorshid HR. Artificial intelligence 
breakthroughs in pioneering early diagnosis and preci-
sion treatment of breast cancer: A multimethod study. 
Eur J Cancer. 2024;209:114227. 

26.	 Xu HL, Gong TT, Liu FH, et al. Artificial intelligence 
performance in image-based ovarian cancer identifica-
tion: A systematic review and meta-analysis. EClini-
calMedicine. 2022;53:101662. 

27.	 Elhassan B, Arabi A. Ethical forethoughts on the use 
of artificial intelligence in medicine. Int J Ethics Syst. 
2025;41(1):35-44. 

28.	 Jackson P, Ponath Sukumaran G, Babu C, et al. Artificial 
intelligence in medical education - perception among 
medical students. BMC Med Educ. 2024;24(1):804. 

29.	 Dost B, Çörtük HB, Akgün GN, Üzüm M, Ulperen CT, 
Şahin E, et al. Attitudes of medical school students to-
ward artificial intelligence in medical education: A sur-
vey study. J Exp Clin Med. 2024;41(3):611-8.

30.	 Giordano C, Brennan M, Mohamed B, Rashidi P, Modave 
F, Tighe P. Accessing Artificial Intelligence for Clinical 
Decision-Making. Front Digit Health. 2021;3:645232. 

31.	 Lee S, Kim HS. Prospect of Artificial Intelligence Based 
on Electronic Medical Record. J Lipid Atheroscler. 
2021;10(3):282-290. 

32.	 Ghassemi M, Naumann T, Schulam P, Beam AL, Chen 
IY, Ranganath R. Practical guidance on artificial in-
telligence for health-care data. Lancet Digit Health. 
2019;1(4):e157-9. 

33.	 Di W, Yingpeng Q, Liwei S, et al. A health economic eval-
uation of an artificial intelligence-assisted prescription 
review system in a real-world setting in China [J]. Bio-
medical and Environmental Sciences. 2025;38(3):385-8. 
Formun Üstü

34.	 Damiani G, Altamura G, Zedda M, et al. Potentiality 
of algorithms and artificial intelligence adoption to im-
prove medication management in primary care: a sys-
tematic review. BMJ Open. 2023;13(3):e065301.

Anadolu Klin / Anatol Clin

116


