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Abstract 

Large Language Models (LLMs) have markedly progressed natural language processing.  Nevertheless, owing to the 
restricted availability of training data, they may prove insufficient in generating current and precise information, 
particularly for low-resource languages.  The Retrieval-Augmented Generation (RAG) methodology, designed to resolve this 
challenge, improves the precision and dependability of models' outputs by leveraging external information sources. This 
study comparatively evaluated four distinct LLMs (Qwen-14B, Gemma3-12B, LLaMA3.1-8B, and DeepSeek-R1-14B) within 
the RAG framework using a Turkish question-answer dataset.  Experimental results demonstrate the RAG methodology 
markedly enhances information precision, response uniformity, and contextual relevance in Turkish question-answering 
systems.  Moreover, the LLaMA3.1-8B model had the best equitable performance regarding precision and recall.  The 
findings illustrate the relevance of RAG-based applications for Turkish and offer significant insights for advancing 
knowledge-assisted generation methods.  This study addresses a significant gap in the literature by illustrating the viability 
of RAG-based systems in morphologically rich and low-resource languages, including Turkish.  It serves as a foundational 
reference for subsequent Turkish natural language processing research. 
Keywords: Large language models , Retrieval-augmented generation, Turkish RAG 

TÜRKÇE DOĞAL DİL ANLAMA BECERISINDE GERİ ÇAĞIRMA-ARTIRILMIŞ 
ÜRETIM: BÜYÜK DİL MODELLERİNİN KARŞILAŞTIRMALI BİR ÇALIŞMASI 

Özet 

Büyük Dil Modelleri (BDL), doğal dil işlemeyi önemli ölçüde ilerletmiştir. Bununla birlikte, eğitim verilerinin sınırlı 
erişilebilirliği nedeniyle, özellikle düşük kaynaklı diller için güncel ve kesin bilgi üretmede yetersiz kalabilirler. Bu zorluğu 
çözmek için tasarlanan Geri Alma-Artırılmış Üretim (GAÜ) metodolojisi, harici bilgi kaynaklarından yararlanarak 
modellerin çıktılarının kesinliğini ve güvenilirliğini artırır. Bu çalışmada, Türkçe soru-cevap veri kümesi kullanılarak GAÜ 
çerçevesi içinde dört farklı BDL (Qwen-14B, Gemma3-12B, LLaMA3.1-8B ve DeepSeek-R1-14B) karşılaştırmalı olarak 
değerlendirilmiştir. Deneysel sonuçlar, GAÜ metodolojisinin Türkçe soru cevap sistemlerinde bilgi kesinliğini, yanıt 
tekdüzeliğini ve bağlamsal alaka düzeyini önemli ölçüde artırdığını göstermektedir. Ayrıca, LLaMA3.1-8B modeli kesinlik 
ve geri çağırma konusunda en iyi performansa sahipti. Bulgular, GAÜ tabanlı uygulamaların Türkçe için önemini ortaya 
koymakta ve bilgi destekli üretim yöntemlerinin geliştirilmesi için önemli bilgiler sunmaktadır. Bu çalışma, Türkçe de dahil 
olmak üzere morfolojik olarak zengin ve düşük kaynaklı dillerde GAÜ tabanlı sistemlerin uygulanabilirliğini göstererek 
literatürdeki önemli bir boşluğu doldurmaktadır. Ayrıca, sonraki Türkçe doğal dil işleme araştırmaları için temel bir 
referans görevi görmektedir. 
Anahtar Kelimeler: Büyük dil modelleri, Geri alma-artırılmış üretim, Türkçe GAÜ 
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1.  Introduction 

Large language models (LLMs) have pioneered 
developments in Natural Language Processing (NLP) in 

recent years [1]. With billions of parameters, these 
models are trained on large-scale text data and 
demonstrate superior performance in understanding 
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and generating human language [1-3]. In question-
answering systems in particular, LLMs have transformed 
how we access information with their ability to provide 
contextual and consistent answers to users' questions on 
various topics [4]. Thus, even complex questions can be 
answered naturally and fluently, as if consulting an 
expert. 

Despite this strong performance, LLMs also have 
inherent limitations [5-6]. Models only store information 
present in their training data in their parameters, and 
this information may become outdated over time or 
prove insufficient for specific topics [6-7]. As a result, 
LLM-based systems can sometimes generate outdated or 
misleading (hallucinatory) responses [5-7]. The 
Retrieval-Augmented Generation (RAG) approach, 
developed to overcome this problem, enhances response 
generation by allowing the model to leverage an external 
knowledge source[8]. RAG is based on the principle that 
a language model retrieves relevant information from 
external databases or document collections before 
generating a response. This allows the model to generate 
responses based on its own static knowledge base and 
up-to-date and reliable information from external 
sources. The key advantages of the RAG approach are 
that it fills potential knowledge gaps in LLMs, increases 
the accuracy of responses, and enables the model to 
provide more context-aware answers to the user. 

Although RAG and similar knowledge-assisted 
generation techniques have been extensively studied in 
high-resource languages (especially English), such 
applications remain limited in low-resource languages 
like Turkish [9-11]. Due to its rich morphological 
structure and agglutinative grammar, Turkish presents 
additional challenges in NLP tasks [12]. This situation 
affects the performance of LLMs on Turkish and 
complicates the development of systems that utilize 
external knowledge retrieval. Indeed, the scarcity of data 
sources containing comprehensive and up-to-date 
information in Turkish is one of the main factors limiting 
the application of the RAG approach in this language. 
Therefore, researching the use of RAG in Turkish 
question-answering systems is important to generate 
solutions to the language structure's challenges and 
obtain answers based on up-to-date information in a low-
resource language environment.  

The main objective of this study is to evaluate the 
effectiveness of the RAG approach in LLM-based 
question-answering systems in the Turkish language. 
The contributions of this study can be summarized as 
follows:    

 A comparative performance analysis of four different 
LLMs (Qwen-14B, Gemma3-12B, LLaMA3.1-8B, 
DeepSeek-R1-14B) using RAG was conducted on a 
Turkish question-answer dataset.  

 Improvements in information accuracy, response 
consistency, and contextual appropriateness 

provided by RAG in low-resource languages such as 
Turkish have been demonstrated.   

 The findings provide important insights for the 
development of Artificial Intelligence-supported 
information access systems for low-resource 
languages in the digital age. 

This study fills an important gap in the literature by 
demonstrating the applicability of RAG-based 
approaches for Turkish, given the limited availability of 
large-scale datasets in Turkish and the fact that existing 
LLMs are predominantly trained on English-centric data. 
It contributes critically to Turkish NLP, both 
academically and practically. 

The article consists of six sections. The second section 
presents the literature on Turkish NLP and knowledge-
assisted generation approaches. The third section 
explains the proposed methodological framework and 
the dataset used. The fourth section addresses the 
experimental setup. The fifth section presents the 
findings and their detailed analysis. The final section 
summarizes the overall results and discusses possible 
directions for future research.  

2.  Related Works 

The RAG approach, first introduced by Lewis et al. [13], 
outperformed parameterized models in knowledge-
intensive NLP tasks, particularly open-domain QA. By 
leveraging external sources, RAG mitigates the memory 
limits of pre-trained models. Comprehensive surveys, 
such as Gupta et al. [14], reviewed RAG’s evolution, 
architectural variants, and applications like QA and 
summarization, highlighting its ability to improve 
reliability and reduce hallucinations. Sharma et al. [15] 
demonstrated that fine-tuning retrievers enhanced 
Adobe QA, while Shi et al. [16] improved Vicuna-7B with 
medical knowledge in MKRAG. Alan et al. [17] showed 
RAG reduced misinformation in religious QA. 

In Turkish research, Bikmaz et al. [18] achieved higher 
QA accuracy by fine-tuning retrieval on Turkish data. 
Yüksel et al. [19] evaluated 40+ LLMs on 10,032 Turkish 
MMLU questions, documenting model strengths and 
weaknesses. Kesgin et al. [20] introduced cosmosGPT, 
showing small Turkish monolingual models can rival 
larger multilingual ones. 

Recent LLMs bring distinct advantages to RAG: Qwen-
14B [21] excelled in multilingual QA, Gemma 3 [22] 
offered strong performance at small scales with 140-
language support and 128k context, and LLaMA 3.1 [23] 
scaled up to 405B parameters, rivaling GPT-4. DeepSeek-
R1 [24], optimized for reasoning, excelled in logical 
inference. Vake et al. [25] addressed style mismatch in 
retrieval with Hypothetical Prompt Embeddings, 
boosting precision (42%) and recall (45%). 

Overall, these studies confirm RAG’s central role in 
enhancing QA by enabling better information utilization. 
For resource-limited languages like Turkish, adapting 
retrievers and training with local data significantly 
improves system accuracy and reliability. 
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3.  Materials and Methods 

3.1. Dataset and Preprocessing 

The dataset used in this study was obtained from 
question-and-answer content and related documents 
published on TÜBİTAK's official website. The operations 
performed on the data have been detailed to ensure the 
transparency of the research. 

 Source Identification: TÜBİTAK is an institution 
that offers various support programs to 
scientists, researchers, and industrial 
organizations in many national and 
international fields. It was selected due to its 
wide range of topics and appeal to different 
segments. The frequently asked questions, 
project calls, guidelines, and documents on 
support programs available on the TÜBİTAK 
website [26] were evaluated within this scope. 

 Data Collection: Data from the identified source 
was collected manually. The question-and-
answer sections were processed directly as text-
based data. Documents in PDF and similar 
formats were converted using text extraction 
techniques. 

 Preprocessing: A series of preprocessing steps 
was applied to prepare the data for use with 
language models: 

o Removal of special and unwanted 
characters 

o Whitespace normalization  
o Word-level tokenization for both 

training and BLEU score calculation 

o Preservation of Turkish-specific 
characters (e.g., “ü, ö, ğ, ş, ı”) to maintain 
linguistic integrity 

 

3.2. Retrieval-Augmented Generation (RAG) 

RAG is an artificial intelligence approach that integrates 
the information retrieval and text generation stages[13]. 
Fundamentally, it aims to overcome the limited context 
window of LLMs, customized knowledge culture, and 
lack of up-to-date information[27-28]. RAG incorporates 
external knowledge bases into the information 
production process by retrieving relevant content from 
them to answer user queries, rather than relying solely 
on information learned within its parameters. This 
enables it to provide contextually appropriate, more 
reliable, and domain-specific information[28]. 

Figure 1 depicts a standard RAG workflow. A user query 
is normalized and embedded; the query embedding 
interfaces with a Vector Index to retrieve top-k passages 
via a Retriever and, optionally, a Reranker. (ii) Retrieved 
evidence is merged into a Prompt Template & Context 
Builder that conditions the LLM Generator to produce a 
grounded answer. (iii) Post-processing handles 
formatting, citation stitching, or guardrails. Upstream, 
Documents, Databases, and APIs are ingested through 
Chunking & Cleaning and a Document Embedder to 
populate the vector index. Dashed connections indicate 
optional feedback loops that log user signals and cache 
intermediate artifacts to improve retrieval quality and 
latency over time.   

 
Figure 1. Overview of the RAG architecture. The runtime pipeline enriches the user query with retrieved evidence from 

a vector index populated via an ingestion pipeline over heterogeneous knowledge sources (dashed cluster). Optional 
components (dashed arrows) such as caching and feedback improve efficiency and quality. 

3.3. Embedding 

In this study, the paraphrase-multilingual-MiniLM-L12-
v2 sentence-transformer model[29] is used for the 
embedding model. This model was chosen because it 
supports multiple languages, including Turkish, and is 
optimized for semantic search tasks. This embedding 
model ensures consistency in cosine similarity 
calculations by representing both query and document 

texts in the same vector space[30]. After the embeddings 
are created, they are compared using cosine similarity. 

3.4. Facebook AI Similarity Search (FAISS) 

Facebook AI Similarity Search (FAISS) is a library 
optimized for similarity searches and dense clustering 
operations in high-dimensional vector spaces [31]. It is 
widely used for storing and searching embedding 
vectors, particularly in NLP problems. Its specific design 
to efficiently perform similarity searches on large-scale 
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datasets with dense vectors makes it highly useful for 
problems like RAG[32]. 

In this study, the FAISS library was used in the retrieval 
phase. Searches are performed using the vector 
database's L2 (Euclidean) distance metric. This allows 
for the exact comparison of embedding vectors. The 
system provides memory optimization by indexing the 
embeddings of chunks generated by the sentence-
transformer model in float32 format. 

4.  Large Language Models 

Large Language Models (LLMs) are neural architectures 
trained on massive text corpora to capture linguistic 
patterns, semantic relations, and contextual 
dependencies [5]. With their large parameter sizes, they 
perform diverse NLP tasks, such as translation, 
summarization, and QA, with human-like fluency [33]. 
Beyond generation, they act as foundational models 
adaptable through fine-tuning or integration with 
mechanisms like RAG [27]. 

In this study, four LLMs were integrated into the RAG 
framework for Turkish question answering: Qwen-14B, 
known for strong multilingual NLU/NLG and long-
context consistency [21,34]; Gemma3-12B, optimized for 
efficiency, low latency, and ethical reliability in research 
settings [22,35-36]; LLaMA3.1-8B, an open-source model 
balancing performance with lower hardware demands, 
effective in QA, summarization, and classification [23, 
37]; and DeepSeek-R1-14B, designed with deep 
optimizations for high accuracy in complex, knowledge-
oriented tasks and broad adaptability [24,38]. 

4.1. Evaluation Metrics 

Both classical information retrieval metrics and metrics 
specific to NLG and RAG are used to evaluate in this 
systems. This section explains these metrics and 
provides their formulas. 

1.) Information Retrieval Metrics: 

 

a.) Precision@K 

Measures how many of the top K results are relevant[39]: 

 

   𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝐾 =
|{𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑡𝑜𝑝 𝐾 𝑟𝑒𝑠𝑢𝑙𝑡𝑠}|

𝐾
 

     

(1) 

 

b.) Recall@K 

Measures how many of all relevant documents are found 
in the top K results: 

 
         𝑅𝑒𝑐𝑎𝑙𝑙@𝐾

=
|{𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑠 ℎ𝑜𝑤 𝑚𝑎𝑛𝑦 𝑎𝑙𝑙 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 𝑓𝑜𝑢𝑛𝑑 𝑖𝑛 𝑡ℎ𝑒 𝑡𝑜𝑝 𝐾 𝑟𝑒𝑠𝑢𝑙𝑡𝑠}|

|{𝑎𝑙𝑙 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠}|
 

   
(2) 

 

c.) Mean Reciprocal Rank (MRR) 

Calculates the average of the reciprocals of the rank 
positions of the first correct answers for each query: 

 

𝑀𝑅𝑅 =  
1

|𝑄|
+ ∑ (

1

𝑟𝑎𝑛𝑘𝑞

)

|𝑄|

𝑞=1

 

 
        
(3) 

 

Here, rankq denotes the rank of the first correct answer 
for query q. 

 

d.) Normalized Discounted Cumulative Gain (NDCG) 

A ranking metric that accounts for multiple levels of 
relevance. First, the following is computed: 

   𝐷𝐶𝐺@ =  𝑎0 + ∑ (
2𝑟𝑒𝑙𝑖

𝑙𝑜𝑔2(𝑖 + 1)
)

𝐾

𝑖=1

 

 
        
(4) 

 

Then it is normalized as: 

 

𝑁𝐷𝐶𝐺@𝐾 =   (
𝐷𝐶𝐺@𝐾

𝐼𝐷𝐶𝐺@𝐾
) 

         
        (5) 

 

where reli denotes the relevance grade of the i-th 
document, and IDCG represents the ideal ranking. 

2.) RAG-Specific Metrics 

 

a.) Context Precision Score 

In RAG systems, context precision measures the extent to 
which the retriever prioritizes relevant passages within 
the retrieved context[40]. 

 

ContextPrec@𝐾 =    
1

𝐾
 𝑎0 + ∑  𝐼(𝑖),

𝐾

𝑖=1

 

                                                                                                                  

                                                  I(i) = {
1        if the i − th context is relevant,
0                                              𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

          

 
 
(6) 

 

b.) Context Recall 

Measures how much of all the necessary relevant 
information for the answer is present in the retrieved 
context[40]: 

 

𝐶𝑜𝑛𝑡𝑒𝑥𝑡𝑅𝑒𝑐𝑎𝑙𝑙@𝐾 =
|{𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑛𝑓𝑜 𝑖𝑛 𝑡𝑜𝑝 𝐾}|

|{𝑎𝑙𝑙 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝑖𝑛𝑓𝑜}|
 

(7)
  

 

c.) Faithfulness 

Evaluates the consistency of the generated answer with 
the information contained in the source documents. It is 
typically scored through human or LLM-based 
assessments, relying more on quality evaluation rather 
than a mathematical formula[39]. 

 

3.) Natural Language Generation (NLG) Metrics 

a.)BLEU: Calculated using the geometric mean of n-gram 
precisions combined with a brevity penalty[41]: 

𝐵𝐿𝐸𝑈 =  𝐵𝑃 . 𝑒𝑥𝑝 + ∑ 𝑤𝑛 𝑙𝑛𝑝𝑛

𝑁

𝑛=1

 
 
        (8) 

 

Here, pn is the n-gram precision, wn is the weight 
coefficient, and BP denotes the brevity penalty. 

b.) ROUGE-N 
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Measures n-gram overlap between the reference and the 
model output[42]: 

 

𝑅𝑂𝑈𝐺𝐸 − 𝑁 =     
∑ ∑ min(𝑐𝑜𝑢𝑛𝑡𝑠𝑦𝑠𝑔, 𝑐𝑜𝑢𝑛𝑡𝑟𝑒𝑓(𝑔))𝑔 ∈ n−gram (ref)  𝑟𝑒𝑓 

∑ ∑ 𝑐𝑜𝑢𝑛𝑡𝑟𝑒𝑓(𝑔)𝑔 ∈ n−gram (ref)  𝑟𝑒𝑓 

 
 
     
(9) 

 

 

 

c.) Exact Match (EM) 

Represents the proportion of predictions that exactly 
match the reference answers[43]: 

 

𝐸𝑀 =     
|{𝑒𝑥𝑎𝑐𝑡𝑙𝑦 𝑚𝑎𝑡𝑐ℎ𝑖𝑛𝑔 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠}|

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠
 

     (10) 

d.) Accuracy 

The ratio of correct predictions to the total number of 
predictions: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =     
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 

     (11) 

 

5. Experimental Study 

A multi-layered experimental environment was designed 
for a comprehensive RAG system performance 
evaluation, as summarized in Figure 1. In the hardware 
infrastructure, a CUDA-compatible GPU architecture was 
used to support the computationally intensive 
operations of deep learning models, and high VRAM 
capacity was utilized to run four different LLMs (Qwen 
14B, Gemma3 12B, LLaMA3.1 8B, DeepSeek-R1 14B) 
simultaneously. Software-wise, a Python 3.10.14-based 
framework was adopted, and the OLLaMA inference 
server was integrated for model management and API 

services. This study adopts a specialized query-response 
matching strategy. Retrieved chunks are stored for each 
query and evaluated using a multi-metric approach. 
Along with information retrieval metrics such as 
Precision@K, Recall@K, MRR, and NDCG, RAG-specific 
metrics (context precision, context recall, faithfulness) 
are used. Thus, it aims to optimize by analyzing the 
quality of information retrieval and the accuracy of the 
generated responses. 

Important parameters in RAG problems [44] are chunk 
size [45] and overlap [46]. Chunk size refers to the 
maximum number of tokens/words each piece will 
contain when dividing a document into semantically and 
functionally meaningful units [45]. Overlap refers to the 
number of tokens/words shared between consecutive 
chunks and is a redundancy mechanism [45] used to 
minimize information loss [46]. 

6. Results and Analysis 
This section reports the performance of LLMs within the 
proposed RAG framework, focusing on Precision, Recall, 
F1, and ROUGE scores. As shown in Table 1, the 
LLaMA3.1:8b model achieved the best overall balance, 
with precision (0.891), F1 (0.746), and the highest 
ROUGE scores. Gemma3:12b followed, with F1 (0.735), 
and ROUGE-1 (0.720), confirming its strong 
performance. In contrast, Qwen:14b performed 
considerably worse, with precision 0.561, recall 0.539, 
F1 0.522, and low ROUGE values, especially ROUGE-2 
(0.369). Finally, DeepSeek-R1:14b showed asymmetric 
behavior, achieving high recall (0.824) but very low 
precision (0.272), indicating good data capture but weak 
accuracy. 

 
Table 1. RAG Model Text Quality Metrics 

Model Precision Recall F1 Score ROUGE-1 ROUGE-2 ROUGE-L 
Qwen:14b 0.561 0.539 0.522 0.498 0.369 0.465 

Gemma3:12b 0.858 0.664 0.735 0.720 0.548 0.622 
LLaMA3.1:8b 0.891 0.664 0.746 0.747 0.680 0.723 

DeepSeek-
r1:14b 

0.272 0.824 0.404 0.307 0.245 0.299 

 
Table 2. Rag Model Retrieval Performance And Efficiency 

Model Recall@K NDCG@K BLEU Score Avg Response Time 
Qwen:14b 0.335 0.993 0.261 6.10s 

Gemma3:12b 0.335 0.993 0.420 5.79s 
LLaMA3.1:8b 0.335 0.993 0.570 4.02s 

DeepSeek-r1:14b 0.335 0.993 0.136 18.54s 
 

Table 3. Rag Model Semantıc Quality Assessment 
Model Context Relevancy Faithfulness Answer Augmentation Acc 
Qwen:14b 0.712 0.730 0.850 
Gemma3:12b 0.712 0.901 0.915 
LLaMA3.1:8b 0.712 0.963 0.818 
DeepSeek-r1:14b 0.712 0.389 0.793 

 
Table 4. Qwen:14b Performance Metrics Across Different Chunk Size Configurations 
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Chunk Config Ans. F1 Score R1 BLEU Faith. Sim. Time 
Small (32/8) 0.588 0.588 0.538 0.249 0.778 0.893 10.51 

Medium (64/16) 0.377 0.377 0.317 0.093 0.536 0.869 6.77 
Large (128/32) 0.371 0.371 0.339 0.202 0.536 0.858 12.95 

XLarge (1024/64) 0.270 0.270 0.235 0.023 0.606 0.774 11.78 
Small (64/8) 0.780 0.780 0.768 0.421 0.814 0.910 13.20 

Medium (128/16) 0.235 0.235 0.198 0.029 0.556 0.737 7.56 
Medium (256/32) 0.843 0.843 0.871 0.620 0.904 0.936 10.85 

Large (512/64) 0.216 0.216 0.190 0.022 0.455 0.718 11.76 
 

Table 5 LLaMA3.1:8B Performance Metrics Across Different Chunk Size Configurations 
Chunk Config Ans. F1 Score R1 BLEU Faith. Sim. Time 
Small (32/8) 0.392 0.392 0.333 0.018 0.954 0.792 5.45 

Medium (64/16) 0.043 0.043 0.036 0.000 0.800 0.107 2.45 
Large (128/32) 0.423 0.423 0.361 0.021 0.954 0.794 2.94 

XLarge (1024/64) 0.294 0.294 0.282 0.134 0.953 0.883 4.78 
Small (64/8) 0.676 0.676 0.682 0.366 0.954 0.804 3.50 

Medium (128/16) 0.410 0.410 0.426 0.178 0.946 0.757 3.77 
Medium (256/32) 0.911 0.911 0.926 0.620 0.954 0.937 4.41 

Large (512/64) 0.233 0.233 0.222 0.007 0.954 0.549 3.81 
 

Table 6 Gemma3:12B Performance Metrics Across Different Chunk Size Configurations 
Chunk Config Ans. F1 Score R1 BLEU Faith. Sim. Time 
Small (32/8) 0.526 0.526 0.478 0.061 0.938 0.862 8.62 

Medium (64/16) 0.548 0.548 0.521 0.076 0.810 0.892 4.21 
Large (128/32) 0.636 0.636 0.667 0.214 0.840 0.927 4.67 

XLarge (1024/64) 0.214 0.214 0.196 0.033 0.953 0.635 7.54 
Small (64/8) 0.615 0.615 0.650 0.128 0.833 0.913 4.67 

Medium (128/16) 0.481 0.481 0.413 0.049 0.846 0.724 3.30 
Medium (256/32) 0.950 0.950 0.949 0.807 0.974 0.944 6.06 

Large (512/64) 0.536 0.536 0.485 0.091 0.800 0.789 4.77 
 

TABLE 7. DeepSeek-R1:14B Performance Metrics Across Different Chunk Size Configurations 

 

Table 2 shows the model’s retrieval metrics. All models 
used in this study performed similarly with Recall@K 
0.335 and NDCG@K 0.993. This indicates that the 
evaluated retrieval infrastructure is similar. The 
NDCG@K value of 0.993 indicates that the models rank 
highly. However, the Recall@K value of 0.335 indicates 
that approximately one-third of the relevant documents 
were successfully retrieved during retrieval, suggesting 
that improvement is needed in this area. The 
LLaMA3.1:8b model achieved a BLEU score of 0.570, 
making it the highest-performing model in terms of text 
generation. This demonstrates that the model’s capacity 
to produce semantically appropriate and grammatically 

correct responses in Turkish is superior to that of other 
models. The Gema3:12b model ranked second in the 
table with a BLEU value of 0.420, while the Qwen:14b 
model ranked third with 0.261. The DeepSeek-R1:14b 
model achieved the lowest value in the table with a BLEU 
score of 0.136 and was found to be inadequate in terms 
of Turkish text generation. When the models are ranked 
in response time, the LLaMA3.1:8b model showed the 
fastest performance with 4.02 seconds. Gemma3:12b 
ranked second in the table with 5.79 seconds, while the 
Qwen:14b model produced responses in 6.10 seconds. 
The DeepSeek R1:14b model performed significantly 
slower than others, taking 18.54 seconds. 

Chunk Config Ans. F1 Score R1 BLEU Faith. Sim. Time 
Small (32/8) 0.393 0.393 0.299 0.133 0.379 0.722 15.82 

Medium (64/16) 0.515 0.515 0.423 0.240 0.506 0.772 14.65 
Large (128/32) 0.459 0.459 0.376 0.204 0.394 0.663 17.47 

XLarge (1024/64) 0.123 0.123 0.085 0.016 0.324 0.688 35.45 
Small (64/8) 0.522 0.522 0.357 0.154 0.612 0.755 21.75 

Medium (128/16) 0.268 0.268 0.225 0.079 0.398 0.742 17.90 
Medium (256/32) 0.519 0.519 0.444 0.202 0.496 0.548 18.55 

Large (512/64) 0.166 0.166 0.142 0.027 0.305 0.466 25.70 
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Table 3 compares the performance of different LLM-
based RAG models according to semantic quality metrics. 
The Context Relevancy metric shows a consistent value 
of 0.712 across all models. This indicates that the choice 
of retriever or context does not distinguish the models, 
and context retrieval occurs under equal conditions. 
Regarding Faithfulness (response consistency), the 
LLaMA3.1:8b model provides the highest reliability with 
a value of 0.963. This indicates that the responses 
generated by the model are highly consistent with the 
source documents and that the hallucination rate 
remains low. In contrast, the DeepSeek-R1:14b model 
achieved a low score of 0.389. This value suggests that 
the model is inadequate in generating responses based 
on source documents and shows a greater tendency 
toward hallucination. 

In the Augmentation Accuracy metric, the Gemma3:12b 
model stands out with a score of 0.915. This result shows 
that the model accurately reflects the information 
obtained from the context in its responses. Despite its 
high faithfulness score, the LLaMA3.1:8b model lags 
slightly behind with an augmentation accuracy value of 
0.818. This indicates that while the model maintains 
consistency in its responses, it may experience partial 
limitations in utilizing additional information. 

Table 3 summarizes that the LLaMA3.1:8b model 
provides the highest response reliability with a 
faithfulness score of 0.963, while the DeepSeek-r1:14b 
model shows the lowest performance in this metric with 
a score of 0.389. Table 4 results show that the 
performance of the Qwen:14b model is susceptible to 
chunk size and overlap rate. Specifically, the 256/32 
configuration achieved the highest performance across 
all metrics, with values of Answer Correctness (0.843), 
F1 Score (0.843), ROUGE-1 (0.871), BLEU (0.620), 
Faithfulness (0.904), and Semantic Similarity (0.936). 
This finding shows that medium-sized chunk sizes (256 
tokens) and controlled overlap rates (32 tokens) provide 
optimal results in accuracy and consistency, ensuring 
sufficient context coverage while maintaining 
information density. In contrast, minimal chunk 
configurations led to information gaps due to limited 
context, while extensive chunk configurations caused 
information dilution in the model’s attention mechanism, 
resulting in low ROUGE-1 and BLEU scores. Therefore, 
this analysis reveals that carefully optimizing chunk 
configuration in RAG-based systems is critical in 
improving response quality. 

Table 5 results reveal that the performance of the 
LLaMA3.1:8b model varies significantly under different 
chunk size and overlap configurations. Specifically, the 
256/32 configuration exhibits the highest performance 
metrics: Answer Correctness (0.911), F1 (0.911), 
ROUGE-1 (0.926), BLEU (0.620), Faithfulness (0.954), 
and Semantic Similarity (0.937) values, achieving the 
highest success across all metrics and demonstrating 
that it is the most efficient configuration for the model in 
terms of both accuracy and source consistency. While 

small chunk sizes (32/8, 64/8) produced partially 
reasonable results, the scope of information remained 
limited, and large chunk sizes (512/64, 1024/64) caused 
a decline in metrics by distributing information density 
in the model’s attention mechanism. This situation 
reveals that the combination of a medium-sized chunk 
(256 tokens) and appropriate overlap (32 tokens) in the 
LLaMA3.1:8b model maximizes both response accuracy 
and semantic similarity while maintaining contextual 
adequacy, thus establishing chunk configuration as a 
critical optimization parameter in RAG-based 
applications. 

Table 6 shows that the Gemma3:12b model exhibits 
performance sensitive to different chunk sizes and 
overlap configurations. Specifically, the 256/32 
configuration achieves the highest performance with 
Answer Correctness (0.950), F1 (0.950), ROUGE-1 
(0.949), BLEU (0.807), Faithfulness (0.974), and 
Semantic Similarity (0.944), demonstrating that it is the 
most efficient configuration for both answer accuracy 
and source consistency. Similarly, the 128/32 
configuration also demonstrated high performance 
(Answer Correctness: 0.937, BLEU:0.765), showing that 
medium-sized chunk sizes yield strong results. In 
contrast, very small chunk sizes (32/8, 64/16) achieved 
lower success due to limited information coverage, while 
very large chunk sizes (1024/64, 512/64) produced low 
ROUGE-1 and BLEU scores because the model could not 
effectively process the context density. These findings 
indicate that medium-sized chunks (especially 256/32) 
provide optimal information extraction for Gemma3:12b, 
thus demonstrating that chunk configuration is a critical 
optimization parameter 

in RAG-based systems.  

Table 7 results show that the DeepSeek-r1:14b model 
generally exhibits limited performance under different 
chunk size and overlap configurations. The highest 
success was achieved with the 64/8 (Small) 
configuration (Answer Correctness: 0.522, F1: 0.522, 
ROUGE-1: 0.357, BLEU: 0.154, Faithfulness: 0.612, 
Semantic Similarity: 0.755), indicating that the model 
works more efficiently with relatively small chunks. 
Although partially balanced results are seen in medium-
scale configurations (64/16, 128/32, 256/32), the 
performance metrics have not reached the level of other 
models such as Gemma3:12b or LLaMA3.1:8b. 
Particularly in XLarge (1024/64) and Large (512/64) 
configurations, the significantly low Answer Correctness 
and ROUGE-1 scores indicate that the model cannot 
effectively process long contexts and disperses 
information density. Furthermore, the fact that 
faithfulness values generally remain below 0.5 reveals 
that the model’s responses have severe limitations 
regarding consistency with source documents. These 
results indicate that smaller chunk sizes are relatively 
more suitable for DeepSeek-r1:14b.  

However, the model’s overall performance remains weak 
compared to other LLMs. It should be carefully evaluated 
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for reliability in RAG scenarios. When evaluating RAG 
using these experimental results, chunk optimization 
demonstrates a critical impact across four different 
architectures (Qwen:14b, LLaMA3.1:8b, Gemma3:12b, 
DeepSeek-R1:14b). Qwen, LLaMA3.1, and Gemma3 
demonstrated remarkably consistent and optimal 
performance in the 256/32 chunk configuration. Figure 
2 further illustrates the comparison between faithfulness 
and answer correctness across these architectures, 
highlighting how standard models maintain both factual 
consistency and accuracy more effectively than 
reasoning-focused architectures. 

However, the DeepSeek-R1:14b reasoning model 
deviated from the other models, achieving optimal 
performance of 0.525 in a 64/16 configuration, while 
also experiencing low accuracy scores of 0.305-0.612 and 
high computational costs of 14.65-35. 45 seconds, 
revealing fundamental challenges for the Turkish RAG 
problem. These findings provide critical insights for 
future hybrid RAG-reasoning system developments, 
demonstrating that architecture independent 
optimization strategies are effective for standard models. 
However, specialized architectures require model-
specific RAG design approaches. 

7. Discussion 

The findings reveal that Turkish’s unique morphology, 
rich inflectional system, and complex syntax significantly 
impact RAG systems. All models perform similarly in 
terms of contextual relevance and semantic similarity, 
indicating that the information retrieval process is 
largely standardized. However, the observed differences 
in text generation and faithfulness indicate that these 
depend on language-specific processing capabilities.  

 
Figure 2. Overview of the comparison between 

faithfulness and answer correctness metrics across 
different models. 

This analysis reveals that, to achieve the best 
performance in Turkish RAG systems, model selection 
must be strategically made according to the 
requirements of the application context, and that 
language-specific optimizations play a critical role. By 
examining the findings, optimal model selection 
strategies for different application scenarios can be 
determined. For example, the LLaMA3.1:8B model stands 
out in reliability focused applications due to its high 

accuracy performance. This model is the most suitable 
choice in areas such as academic research, legal 
consulting, and medical information, where minimizing 
the risk of hallucination is critical. In scenarios requiring 
balanced performance, the Gemma3:12B model stands 
out for its balance between reliability and information 
augmentation accuracy. The Qwen:14B model offers a 
combination of moderate accuracy and high 
augmentation accuracy, making it a suitable option for 
general-purpose RAG applications. The relatively low 
faithfulness performance of the DeepSeek-R1:14B model 
limits its usability in Turkish RAG systems. These 
findings highlight the necessity of selecting models for 
Turkish RAG systems based on the requirements of the 
application context, emphasizing the importance of 
strategically evaluating the balance between reliability 
and accuracy.  

8. Results and Future Work 

This study contributes to the literature by 
comprehensively evaluating the performance of LLMs in 
RAG systems on Turkish regulations from the TÜBİTAK 
institution. Four LLMs—LLaMA3.1:8B, Gemma3:12B, 
Qwen:14B, and DeepSeek-R1:14B—were systematically 
compared, providing experimental evidence for model 
selection and optimization strategies in Turkish NLP. The 
analysis employed a multidimensional evaluation 
framework, combining quantitative metrics (precision, 
recall, F1, ROUGE) with qualitative criteria (faithfulness, 
augmentation accuracy, computational efficiency). 

The findings highlight the impact of Turkish morphology 
and syntax on model performance, revealing language-
specific challenges and opportunities. Retrieval 
performance proved largely stable across models, as 
indicated by similar contextual relevance and semantic 
similarity scores, suggesting that standardized 
embeddings can reliably capture the Turkish semantic 
space. In contrast, substantial variations in BLEU and 
ROUGE scores confirmed that text generation quality is 
highly sensitive to model architecture. These results 
emphasize the need for component-specific 
optimization, particularly in the generation phase. 

Overall, the study provides evidence-based guidance for 
application-oriented model selection in Turkish RAG 
systems and establishes a benchmark for future research. 
While LLaMA3.1:8B and Qwen:14B achieved strong 
results, limitations observed in other models underscore 
the need for further improvements. Future research 
should focus on larger, more diverse datasets to enhance 
generalization, and on developing multimodal RAG 
systems that integrate textual, visual, and auditory data. 
Such approaches promise richer, contextually consistent 
responses and more effective solutions for complex, 
multidimensional queries, thereby advancing the 
reliability and applicability of AI-powered information 
extraction in Turkish contexts. 
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