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Ozellik Se¢imi Temelli Yaklasimlarin Cok Degiskenli Regresyon
Modellerine EtKisi

The Effect of Feature Selection Based Approaches on Multivariate Regression Models
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'Marmara Universitesi, Fen Fakiiltesi, Istatistik Boliimii, 34700, Istanbul, Tiirkiye

Oz

Bu ¢alismada yliksek boyutlu veri setlerinde boyut indirgemeyi ve indirgenen modellerin tahmin performansini artirmayi
hedefleyen K-Ortalamalar kiimeleme temelli bir 6zellik segimi ydntemi dnerilmektedir. Onerilen yéntemde her bir bagimsiz
degisken Ozellik olarak tanimlanmaktadir. Tanimlanan bu oOzellikler K-Ortalamalar kiimeleme algoritmasiyla kiimelenir, her
kiimeden kimeyi temsil diizeyi en yiksek olan 6zellik segilerek hafizaya alinir. Sonraki adimda hafizaya alinan yani kiimeleri
temsil eden bu o6zellikler ile ¢ok degiskenli dogrusal regresyon, Ridge regresyon ve LASSO regresyon yontemleri kullanilarak
regresyon modelleri olusturulur. Gergeklestirilen boyut indirgeme islemi ¢oklu baglanti sorununu azaltmaktadir. Ayrica
onerilen indirgenmis ¢ok degiskenli dogrusal regresyon modeli, indirgenmis Ridge regresyon modeli ve indirgenmis LASSO
regresyon modeli, ¢cok degiskenli regresyon yontemiyle karsilastinlmistir. ¢ Elde edilen bulgular, 6nerilen boyut indirgeme
modellerinin ylksek boyutlu veri ortamlarinda hem etkinlik hem de verimlilik agisindan kayda deger performans sergiledigini
kanitlamaktadir.

Anahtar Kelimeler: K-Ortalamalar kiimeleme, Ozellik secimi, Makine Ogrenmesi, Cok degiskenli regresyon

Abstract

This study proposes a K-Means Cluster based feature selection method that aims to reduce the dimensionality of high-
dimensional data sets and improve the prediction performance of the reduced models. In the proposed method, each
independent variable is defined as a feature. These defined features are clustered using the K-Means algorithm, and the
feature with the highest cluster representation level is selected from each cluster and stored in memory. In the next step,
regression models are created using multivariate linear regression, Ridge regression, and LASSO regression methods with
these features stored in memory, which represent the clusters. The dimension reduction process reduces the multicollinearity
problem. Additionally, the proposed reduced multivariate linear regression model, reduced Ridge regression model, and
reduced LASSO regression model were compared with the multivariate regression method. In comparison based on actual
data, the reduced models showed an improvement of 10% to 38% over the unreduced model according to the OMYH criterion
and an improvement of 8% to 50% according to the HKOK criterion. The findings demonstrate that the proposed dimension
reduction models exhibit remarkable performance in terms of both effectiveness and efficiency in high-dimensional data
environments.

Keywords: K-Means clustering, Feature selection, Dimension reduction, Machine learning, Multivarite regression

I. GIRIS

Giiniimiizde saglik hizmetlerinden egitim sistemlerine, finansal analizlerden perakende ve iiretim siireclerine kadar
genis bir yelpazede yiiksek boyutlu veri setleri karsimiza ¢ikmaktadir. Ortaya ¢ikan bu veri setleri yiizlerce, hatta
binlerce bagimsiz degiskenin bir arada degerlendirilmesi sonucunda hem coklu baglanti (multicollinearity)
sorununa hem de modelin genel performansini olumsuz etkileyen birgok problemin olugmasina zemin hazirlar.
Coklu baglant1 belirtilerinden biri olan degiskenler arasindaki yiiksek korelasyon, model katsayilarinin
belirsizlesmesine, modelin tahmin degerlerinin yanlis olmasina ve sonuglarin giivenilirli§inin azalmasina yol acar
[1]. Bu kosullar altinda, gereksiz veya bilgi katkisi diigiik degiskenlerin elenmesi hem modelin yorumlanabilirligini
artirmak hem de asir1 6grenme (overfitting) riskini azaltmak icin kaginilmaz bir gereklilik haline gelir [2]. Ozellik
secimi, tam da bu noktada, modele dahil edilecek degisken alt kiimesinin dikkatli bir bi¢imde belirlenmesini
saglayarak veri boyutunun indirgenmesine, model egitim siirecindeki hesaplama maliyetinin diisiiriilmesine ve
ongorii dogrulugunun istatistiksel anlamlilik diizeylerinde iyilestirilmesine olanak saglar [3, 4].
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Bu sayede, biiyiik dlgekli veri ortamlarinda hem model
verimliligi hem de genelleme yetenegi kayda deger
olciide artirilmis olur. Ozellik segimi, cesitli alanlardaki
aragtirmacilar arasinda yaygin olarak tercih edilen bir
yontem  haline  gelmistir.  Saeys, ve ark.
[5], Chandrashekar ve Sahin [6], Li ve ark. [7] J,,
Khaire ve Dhanalakshmi [8], Yang ve ark. [9] ve Guyon
ve Elisseeff [2] tarafindan 6zellik se¢im yontemleri {i¢
ana baslik altinda toplanmistir. Birinci ana baslik, filtre
yontemleri olup, degiskenlerin korelasyon katsayisi,
ki-kare testi, bilgi kazanci gibi bagimsiz istatistiki
olgiitler temelinde siralanarak en yiiksek puanlilarin
secilmesini 6ngoriir [6]. Ikinci ana bashk olan
sarmalayict (wrapper) yontemleri; belirli bir 6grenme
algoritmasmi dis dongii seklinde kullanarak farkli alt
kiimelerin performansini karsilastirir ve en uygun alt
kiime yapisini ileri-geri se¢im, bosluk arama vb. iteratif
olarak belirler [10]. Ugiincii ana baghk ise gémiilii
(embedded) yontemlerdir; bu yontemler, 6zellik segcme
islemini modelin 6grenme mekanizmasinin bir parcasi
haline getirerek hem tahmin dogrulugunu hem de
modelin genelleme yetenegini yiikseltir. Ozellikle
Tibshirani [11] tarafindan 6nerilen En Kiiciik Mutlak
Kiigilme ve Se¢im Operatorii (Least Absolute
Shrinkage and Selection Operator, LASSO) yontemi,
regresyon katsayilarma L1 ceza terimi uygulayarak
gereksiz degiskenlerin agirhk matrisinden
uzaklastirilmasini saglar. Zou ve Hastie [12] tarafindan
tanimlanan Elastic Net ise L1 ve L2 normlarmin
birlikte kullanildigi ceza terimiyle hem degisken
secimini hem de model kararliligin1 es zamanli olarak
gerceklestirir. Bu yaklagimlar, ceza terimi kullanan
dogrusal modellerde gereksiz degiskenleri agirhik
matrisinden uzaklastirmaktadir [13]. Ayrica, Breiman
[14] tarafindan gelistirilen Rasgele Orman (Random
Forest) yontemi, topluluk O6grenmesi kapsaminda
birden ¢ok karar agaci kullanarak degisken Gnemine
dayali secim mekanizmalariyla 6ne ¢ikan ozellikleri
belirlemeyi miimkiin kilar. Friedman [15] ise Gradyan
Gii¢clendirme Makinesi (Gradient Boosting Machine)

yaklagimiyla, zayif Ogrenicileri ardisik olarak
birlestirerek her adimda degisken agirliklarini
giincellemek  suretiyle giicli tahmin  modelleri

olusturur. Boylece gomiilii yontemler, dzellik se¢imini
on isleme adimindan ¢ikarttp modelin parametre
optimizasyonu  silireciyle  biitlinlestirerek ~ hem
hesaplama verimliligi saglar hem de asir1 6grenme
riskini azaltir.

Cogu geleneksel filtre yontemi her bir 6zelligi bagimsiz
ele almakta ve bu nedenle karmasik etkilesimleri goz
ardt ederek c¢oklu baglantt sorununu tam olarak
giderememektedir [16]. Minimum Artiklik Maksimum
[lgililik (Minimum Redundancy Maximum Relevance,
mRMR), ozellikle yiiksek boyutlu veri setlerinde
kullanilan ve her bir 6zelligin hedef degiskenle olan

iligkisini Kargilikli Bilgi (Mutual Information, MI)
Olgiitiiyle  degerlendirerek maksimum alaka ve
minimum fazlalik ilkelerine dayanan bir filtre tabanl
ozellik se¢imi yontemidir. Smiflayicidan bagimsiz
olarak caligmasi ve hesaplama agisindan gorece verimli
olmasi nedeniyle yaygin olarak tercih edilmektedir.
Ancak mRMR, vyalnizca birinci dereceden iligkileri
dikkate almasi sebebiyle degiskenler arasi karmagik
bagintilart ve ¢oklu baglanti (multicollinearity) gibi
yapisal sorunlart1 gbéz ardi edebilir; ayrica MI
hesaplamalarinin siirekli degiskenler iizerinde yiiksek
hesaplama maliyeti dogurabilecegi bilinmektedir [17].
Bilgi Kazanci (Information Gain, IG) yontemi, her bir
ozelligi hedef degiskenle olan bagimsiz iligkisine gore
degerlendirerek siralayan bir diger filtre yaklagimidir
[18]. Bu yontemin temel sinirliliklarindan biri, yalnizca
bireysel bilgi katkisin1 dikkate almasi nedeniyle
ozellikler arasi korelasyonu goz ardi etmesidir. Bu
durum, yiiksek derecede iliskili (¢oklu baglantili)
oOzelliklerin birlikte secilmesine ve bdylece modele
fazladan ve yinelenen bilgi taginmasina neden olabilir.
Dolayistyla IG, ¢oklu baglanti problemini dogrudan ele
almadig1 i¢in yiiksek boyutlu ve korelasyonlu veri
yapilarinda etkin bir 6zellik se¢cimi saglamaktan uzaktir
[5]. Korelasyon tabanli Ozellik Secimi
(Correlation-based Feature Selection, CFS) gruplar
arast iligkileri dikkate alsa da ¢oklu baglanti sorununu
tek basma giderememektedir [19].

Bu calisma ozellik secimini veri setindeki degiskenler
arasindaki benzerlik iliskilerine dayanarak
gerceklestiren bir filtreleme yaklasimidir. Tim
bagimsiz degiskenler ‘6zellik’ olarak tanimlanmis ve
K-Ortalamalar kiimeleme [20] algoritmasiyla birbirine
benzer davranig sergileyen ozellikler kiimelenmistir.
Her kiimeden kiime merkezine en yakin konumdaki
degisken secilerek elde edilen indirgenmis ozellik
kiimeleri, Cok Degiskenli Dogrusal Regresyon
(CDDR) [21], Ridge regresyon [22] ve LASSO
regresyon [11] modellerinin egitiminde kullanilmistir.
Boylece boyut indirgeme adiminin yalnizca veri
yapisina dayali olarak uygulandigi ve modele ek bir
cezalandirma mekanizmasi eklemedigi acik¢a ortaya
konmustur. Buna ek olarak, c¢alismada kullanilan
verilerdeki ¢oklu dogrusal baglanti diizeyindeki
azalmay1 ortaya koymak amaciyla, 6zellik se¢imi adimi
uygulanmadan 6nce ve uygulandiktan sonra kosul
indeksi analizi gerceklestirilmistir [28, 29].

Calismada kullanilan  veri setlerinden ilki, R
programinin  ‘base’ paketinde bulunan, otomobil
ozelliklerini iceren ‘mtcars’ veri setidir. Bu veri seti 32
gozlem ve 11 bagimsiz degiskenden olusmaktadir ve
analizlerde bagimli degisken olarak ‘mpg’ degiskeni
kullanilmaktadir. Tkinci veri seti, R programinin ‘rattle’
paketinde yer alan ‘Wine’ veri setidir [30]. Bu veri
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setinde 178 gozlem ve 14 degisken yer almakta ve
‘proline diizeyi’ bagimli degisken olarak ele
alinmaktadir. Uciincii olarak kullanilan veri seti ‘fat’
Faraway [23] veri setidir. Bu veri seti 252 bireye ait 18
antropometrik Ol¢iim igermekte olup ozellikle bilek
gevresi Olglimii dikkate alimmaktadir. Dordiincii ve
besinci veri setleri ise kontrollii kosullarda olusturulan
simiilasyon verilerinden olugsmaktadir. Bu veri setleri,
onerilen yontemin hem gercek hem de sentetik veriler
iizerindeki performansini  kapsamli  bir sekilde
degerlendirebilmek amaciyla secilmistir. Performans
Olciitleri olarak Hata Kareler Ortalamasmin Karekokii
(HKOK) [24, 25] ve Ortalama Mutlak Yiizde Hata
(OMYH) [26] kriterleri belirlenmis olup bu sayede
modellerin hem mutlak hem de goreceli hata diizeyleri
objektif bigcimde karsilagtirilmigti. Bu ¢alismanin
ikinci boliimiinde, oOnerilen yontemin algoritmast
detayli sekilde sunulmustur. Ugiincii  béliimde,
yontemin farkli gercek veri setleri ve simiilasyon
verileri iizerindeki performansi degerlendirilmis ve
coklu baglant1 problemine iligskin kosul indeksi analizi
sonuglart yorumlanmistir. Son olarak, dordiincii
bolimde elde edilen bulgular tartisilmis ve genel
sonuglara yer verilmistir.

II. YONTEM

Adim 1. Parametrelerin Belirlenmesi
c: Kiime sayisi

Test_Size: Test seti orani
Validation_Size: Dogrulama seti orant

Train_Size: Test seti orant ve dogrulama orani
girildiginde otomatik olarak girilmis olacaktir. (1-
Test_Size + Validation_Size)

Adim 2. Verinin Béliinmesi

Veri seti, girilen parametre oranlarina gore rastgele
olarak egitim (train), dogrulama (validation) ve test alt
kiimelerine ayrilir.

Veri Matrisi:
X=[x;],i=12..p=12.,n
Burada;

X: Tiim veri matrisi

p: Ozellik (degisken) say1st

n: Toplam gozlem sayist

seklinde tanimlanir.

Egitim seti (Training Set):

Xegitim = [xij],i = 1, 2, Y 5 ] = 1, 2, ...,negitim

Dogrulama seti (Validation Set):

Xaogrutama =[x, i = 1,2, ..., p;

J =12, ..., "0gruiama

Test seti (Test Set):

Xeost =[x i =12, 0,05 = 1,2, 0 Mot

Adim 3. Ozellik secimi i¢in K-Ortalamalar kiimeleme
yontemi

Adim 3.1. Tiim bagimsiz degiskenler transpoze edilir.

Adim 3.2. Baslangicta kiime merkezleri rasgele olarak
belirlenir.

vk =12,..,c
Burada c kiime sayisin1 temsil etmektedir.
Adim 3.3. Nesnelerin kiimelere atanmasi:

e Bagimsiz degiskenler ile kiime merkezleri arasindaki
Oklid uzakliklar1 hesaplanir (alternatif ~olarak
Manhattan uzakligi veya Minkowski uzaklig1 da
kullanilabilir). Hesaplama igin kullanilan Oklid
uzaklig1 formiilii;

d(x,y) = XL, G — y)? (1)

seklindedir.
e Her nesne, uzakligi en kiigiik olan kiimeye atanir.
Adim 3.4. Kiime merkezleri giincellenir:

Her kiime i¢in, o kiimeye atanan tiim veri noktalarinin
ortalamasi hesaplanir. Yeni ortalamalar, yeni kiime
merkezleri olur.

_ 1y
Ck —_ Tl_kzi=1 .xl' (2)
Burada;

¢k k. kiimenin merkezi

ny: k. kiimedeki veri noktalarinin sayisi

x;: k. kiimeye atanan i. veri noktasi

olarak tanimlanir.

Adim 4. Her kiime i¢in en iyi temsilci 6zellik belirlenir.

Onceki asamada olusturulan &zellik kiimeleri iginde,
her bir degiskenin ait oldugu kiime merkezi ile Oklid
uzakligi hesaplanir. Her kiime igin bu mesafe
Ol¢limlerinden en diisiik degeri veren degisken, ilgili
kiimenin en iyi temsilcisi olarak segilir.
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Her kiime k i¢in o kiimedeki 6zellikler arasindan

Jx = arg min d;; (3)
1<j<p

ifadesiyle en kiigiik d; degerini veren j, indeksi

bulunur. Buradaki d; ; k. kiime merkezi ile j. ozelligin

(degiskenin) vektorii arasindaki Oklid uzakliginz, ji, ise
k. kiime i¢in “kiime merkezine en kiiciik uzakliga
sahip” degiskenin indeksini ifade eder.

Adim 5. Modellerin kurulumu:

Segilen degiskenlerle Cok Degiskenli Dogrusal
Regresyon (CDDR), indirgenmis Cok Degiskenli
Dogrusal Regresyon (ICDDR), Indirgenmis Ridge
Regresyon (IRR) ve Indirgenmis LASSO Regresyon
(ILR) modelleri kurulur.

Dogrulama/Test seti kullanilarak her bir model icin
tahmin yapilir.

Dogrusal regresyon amag fonksiyonu:

min

B { ?:1(}’1'_,80_

seklindedir.

?:1 xijﬁj)z} (4)

Ridge regresyon amag fonksiyonu:

min
B
seklindedir.

{ ?:1(371' —Bo— Z?:l xifﬁj)z + ’125';1 '812} (5)

LASSO Regresyon amag fonksiyonu:

min

B { ?:1(3’1'_30_

seklindedir. Buradaki;

P xf) + AZj:llﬁjJ} (6)

p;: Katsayilar

A: Ceza (Penalty) parametresi

olarak tanimlanir.

Adim 6. Performans Degerlendirmesi

Her model igin denklem (7) ve (8) kullanilarak
performans degerleri hesaplanir.

1

n
i=1

HKOK = i = y0° (7)

J

1 yi—9i
OMYH ==; :Ll L—;;—
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Burada;

v;: Gergek gozlem degeri
¥;: Modelin tahmin degeri
n: Gozlem sayisi

olarak tanimlanir [27].

III. DEGERLENDIRME

Tablo 1, K-Ortalamalar kiimeleme tabanli 6zellik
se¢imi yonteminin kullanildigr bes ayri veri setine
iligkin ozellik sayist (p), bagimli degisken, gdézlem
sayist (n), test seti uzunlugu ve ele alinacak kiime
sayilarmi ayrmntili bicimde sunmaktadir. ilk veri seti
olarak degerlendirilen ‘mtcars’ (n = 32, p = 11)
iizerinde, motorlu tasitlarm mil basina galon (mpg)
degeri tahmin edilmek iizere kiime sayis1 (c) 2 ile 5
araliginda 1zgara arama metoduyla optimize edilmis;
veri setinin %20’sini olusturan yedi gozlem, model
performansinin  degerlendirilmesi icin test kiimesi
olarak ayrilmustir. ikinci veri seti olarak ele alman
‘Wine’ veri setinde (n = 178, p = 14), saraplardaki
‘proline diizeyi’ bagimli degisken olarak belirlenmis; c,
2 ile 7 araliginda 1zgara arama ydntemi ile optimize
edilmis ve modelin performansii 6lgmek iizere 18
gdzlem test kiimesi olarak ayrilmistir. Ugiincii veri seti,
R’nin ‘faraway’ kiitiiphanesinden ‘fat’ (n =252, p = 18)
veri seti olup bilek 6l¢limii (wrist) tahmini i¢in c, 2 ile
9 araliginda 1zgara arama yontemi ile optimize
edilmistir; bu asamada 25 gozlem (%10) test kiimesi
olarak kullanilmistir. Dérdiincii ve besinci veri setleri
ise, kendi icerisinde iliskili degiskenlerin senaryolarini
modellemek  amaciyla  yapay  simiilasyonlarla
iiretilmistir. {1k veri seti, n = 300 gézlem ve p = 300
ozellik, ikinci veri seti ise n = 500 gozlem ve p = 400
ozellige sahip veri setleridir. Ilk simiilasyon
senaryosunda kiime sayisi1 (2, 150), ikinci senaryoda ise
(2, 200) araliginda 1zgara arama yontemiyle optimize
edilmis; her yinelemede ilgili veri setinin %10’u (ilk
senaryoda 30, ikinci senaryoda 50 gozlem) test verisi
olarak ayrilarak yontemlerin genelleme yetenegi
karsilagtirilabilir  hale getirilmisti. Boylece, orta
boyutlu gercek veri orneklerinden yiiksek boyutlu
simiilasyon senaryolarina kadar, ozellik sayisinin ve
kiimeleme parametresinin model performansina etkisi
hem OMYH hem de HKOK gibi objektif hata
oOlgiitleriyle sistematik olarak degerlendirilmistir.
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Tablo 1. Bes Veri Setinde Uygulanan K-Ortalamalar Tabanli Ozellik Se¢imi Sonuglar1

Ozellik Bagiml c Gozlem Test Seti

Veri Seti Sayisi Degisken Araligi Sayisi Uzunlugu
mtcars 11 mpg (2,5) 32 7
Wine 14 Propline 2,7 178 18
fat 18 wrist (2,9) 252 25
Simulasyon Verisi 1 300 y (2, 150) 300 30
Similasyon Verisi 2 400 y (2, 200) 500 30

Tablo 2. Yontemlerin Ortalama Mutlak Yiizde Hata (OMYH) Sonuglari

Veri Seti Optimal c CDDR ICDDR IRR iLR
mtcars 5 0.2191 0.1499 0.0819 0.0936
Wine 7 0.2550 0.2415 0.2688 0.2661
fat 6 0.0278 0.0206 0.0194 0.0203
Simulasyon Verisi 1 148 1.0658 0.4787 0.4898 0.4030
Simulasyon Verisi 2 175 0.9929 1.1144 0.9571 11.5301

Tablo 3. Yontemlerin Hata Kareler Ortalamasmin Karekokii (HKOK) Sonuglart

Veri Seti Optimal c CDDR ICDDR IRR iLR
mtcars 5 6.5521 2.8834 1.7131 2.0095
Wine 7 216.2393 198.7030 218.1752 214.7946
fat 6 0.6715 0.4646 0.4414 0.4517
Simulasyon Verisi 1 148 371.5158 1.8178 1.8289 1.4089
Simulasyon Verisi 2 177 87.6107 1.4231 1.4472 1.2993

Tablo 4. Kosul Indeksi Analizi Sonuglari

mtcars Wine fat Simulasyon Verisi 1 Simulasyon Verisi 2
Once 15.5583 9.9640 208.6360 2123.5120 28.2518
Sonra 6.6618 2.3671 8.8049 6.1636 4.5655

Tablo 2’de bes farkli veri seti igin K-Ortalamalar  diisiirmiis hem de hata oranmi anlamli bigcimde
kiimeleme tabanl 6zellik se¢imi ve 1zgara arama (Grid  iyilestirmistir. Ardindan IRR (0.0819) ve ILR (0.0936)
Search) yontemiyle elde edilen optimum kiime sayis1  yontemleri, segilen bes degisken iizerindeki katsayilari
(c) ve bu c degeri altinda Cok Degiskenli Dogrusal ceza terimleriyle yeniden diizenleyerek ek hata diisiisii
Regresyon (CDDR), indirgenmis Cok Degiskenli — saglamis; ozellikle IRR  %62.6’ya  varan
Dogrusal Regresyon (ICDDR), Indirgenmis Ridge iyilestirmesiyle, kiiciik orneklem ve simirli degisken
Regresyon (IRR) ve indirgenmis LASSO Regresyon yapisinin etkilerine karst dayanikhilik  verdigini
(ILR) yontemlerine iliskin OMYH sonuclar1  gdstermistir. ‘Wine’ veri seti iizerinde ¢ = 7 ile
ozetlenmektedir. Tablo 2’de, her bir veri setindeki en  indirgeme  uygulandiginda, CDDR  modelinin
diisiik OMYH sonucunu veren yéntem kalin ve siyah ~ 0.2550’lik OMYH degeri ICDDR’de 0.2415’e
bir bicimde vurgulanmistir. ‘mtcars’ veri setinin ¢ =5  diigmiistiir; bu da boyut indirgemenin orta 6lgekli veri
igin, CDDR modelin 0.2191’lik OMYH’sini ICDDR  setlerinde dahi tutarh fayda sundugunu ortaya
modelde 0.1499’a (%31.6 iyilesme) diisiirmiistiir. Bu  koymustur. Ancak IRR (0.2688) ve ILR (0.2661)
siiregte  K-Ortalamalar kiimeleme tabanli ICDDR,  diizenlemelerinde, test drneklem biiyiikliigii ve model
degisken boyutunu azaltarak hem asir1 uyum riskini  karmasiklig1 arasindaki denge geregi, ceza terimlerinin
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bazen ICDDR’den daha yiiksek hata {iretmesi dikkat
¢ekmektedir.

‘fat” veri seti iizerinde yapilan analizde, ¢ = 6 i¢in,
ICDDR model, CDDR’nin 0.0278’lik OMYH’sini
0.0206’ya (%25 iyilesme) diisiirmiistiir. Burada IRR
(0.0194) ve ILR (0.0203) modelleri, aralarindaki ¢ok
kiigiik performans farkiyla, orta boyutlu c¢oklu
regresyonda K-Ortalamalar kiimeleme ve uygun
degisken se¢iminin giiglii bir temel sundugunu teyit
etmistir.

Simiilasyon Verisi 1’de ¢ = 148 degeri icin ILR,
CDDR’nin 1.0658’lik OMYH’sini 0.4030’a (%62.2°lik
iyilestirme) diislirmiistiir. Buna karsin 6zellik se¢imi
sonrasinda kurulan cezasiz ICDDR (0.4787) ve ceza
terimi iceren IRR (0.4898) yiiksek boyutlu uzayin
karmasik giiriiltii yapisma karsi degisken setini ILR
kadar kararli bicimde tutamamig ve hata oranini
artirmistir.

Simiilasyon Verisi 2’de ise ¢ = 148 igin IRR model,
CDDR modelde 0.9929 olan OMYH’yi 0.9571’e
(%3.61 iyilesme) diisiirmiisti. ICDDR (1.1144) ve
ILR (11.5301) modeller ise yiiksek boyutlu giiriiltiiyii
tamamen sifirlayamamis, IRR yaklagiminin sagladig
temel basariyr asamamistir.

Tablo 3’te yer alan sonuglar incelendiginde, bes farkli
veri seti i¢in kiime sayisi goz oniinde bulundurularak
yontemlerin HKOK sonuglari verilmistir. Tablo 3’te,
her bir veri seti i¢in En diisitk HKOK sonucunu veren
yontem kalin ve siyah bir bigimde vurgulanmistir.

‘mtcars’ veri seti lzerinde gerceklestirilen analizde,
CDDR’nin  HKOK’si 6.5521 olarak bulunurken,
yalnizca bes 6zelligin secildigi ICDDR modelinde bu
deger 2.8834¢ diisiirerek hatada %56 oraninda anlaml
bir iyilesme saglamistir. Ardindan IRR, HKOK'’yi
1.7131’e, ILR ise 2.0095e indirgemistir ki bu durum,
kiiciikk orneklem boyutuna sahip ve orta bilyiikliikte
degisken seti igeren yapilarda 6nce boyut indirgeme
yapilmasinin, sonrasinda ceza terimli yontemlerle
genelleme performansmi daha da artirmanin etkili bir
strateji oldugunu gostermektedir.

‘Wine’ veri seti baglaminda, CDDR’nin HKOK’si
216.2393 iken ICDDR modeli 198.7030’a gerilemis ve
hata yaklastk %8.2 oraninda azalmistir. IRR
uygulandiginda HKOK 218.1752°ye yiikselmis;
ILR’de ise 214.7946 degerine ulasmistir. Bu sonuglar,
orta boyutlu degisken kiimeleri s6z konusu oldugunda
K-Ortalamalar kiimeleme tabanli o6zellik se¢iminin
tutarli bir avantaj sagladigini, ancak ceza terimli
yontemlerin ek faydasinin orneklem ve degisken
dengesiyle sinirli kalabilecegini ortaya koymaktadir.

“fat’ veri seti lizerinde CDDR HKOK’si 0.6715 iken,
ICDDR’de 0.4646 diizeyine; IRR’de 0.4414, ILR’de
ise 0.4517 seviyesine inmistir. Ozellikle CDDR ile IRR
modeli arasinda elde edilen yaklasik %34.3liik diiss,
orta boyutlu ¢oklu regresyon problemlerinde CDDR
tabanli boyut indirgeme ve hemen ardindan kontrolli
diizenleme stratejisinin  birlikte giicli  bir temel
olusturdugunu dogrulamaktadir.

Simiilasyon Verisi 1‘de, CDDR HKOK’si 371.5158
iken ICDDR’de 1.8178’¢ (%99.5 azalma) gerilemis;
IRR ve ILR modelleri ise sirastyla 1.8289, 1.4089
degerleriyle benzer ya da daha diisiik hatalar tiretmistir.
Ozellikle ILR, ICDDR modeline kiyasla %22.5’lik bir
azalma saglayarak, p = n kosullarinda 6ncelikle 6zellik
sayisinin azaltilmasmin zorunlu oldugunu, ardindan ise
diizenleme  yontemlerinin  modelin  genelleme
yetenegini gliclendirdigini gostermektedir.

Simiilasyon Verisi 2 icin CDDR’nin HKOK’si
87.6107; ICDDR’nin 1.4231; IRR’nin 1.4472; ILR’nin
ise 1.2993 olarak bulunmustur. CDDR ile ILR
modelleri arasindaki elde edilen %98’lik hata diisiisii
ve ceza terimli yontemlerle saglanan ek iyilestirmeler,
agir1 glriiltiilii ve yiiksek boyutlu veri setlerinde boyut
indirgeme ve ardindan diizenleme yaklagimlarmin
model performansini dengeli ve anlamli bicimde
gelistirdigini ortaya koymaktadir.

Tablo 4, bu ¢alismada ele alman veri setleri igin, 6zellik
se¢imi uygulanmadan oOnceki tam model ile K-
Ortalamalar kiimeleme tabanl indirgeme uygulanmis
modelin kosul indeksi degerlerini karsilastirmaktadir.
Kosul indeksi, tasarim matrisinin sayisal olarak ne
Olglide iyl kosullandigini ozetleyen bir Olgiit olup,
genellikle 10-30 arasi degerler zayif, 30-100 arasi
degerler orta—giiclii diizeyde, 100’tn {izerindeki
degerler ise asirt diizeyde c¢oklu dogrusal baglanti
problemine isaret etmektedir.

Tablo 4’e¢ gore, K-Ortalamalar ozellik secimi
yapilmadan 6nce, dzellikle “fat’ veri setinde (208.64) ve
Simiilasyon Verisi 1’de (2123.51) kosul indeksleri son
derece yiiksektir ve ilgili verilerde asir1 diizeyde ¢oklu
dogrusal baglanti problemi bulundugunu
gostermektedir. Simiilasyon Verisi 2’de 28.25’lik kosul
indeksi, esik degerlere olduk¢a yakin olup belirgin bir
coklu dogrusal baglanti problemi varligma isaret
ederken, ‘mtcars’ (15.56) ve ‘Wine’ (9.96) veri
setlerinde ise daha diisiik diizeyde bir ¢oklu dogrusal
baglant1 problemi gézlenmektedir.

Ozellik secimi sonrasinda tiim veri setlerinde kosul
indeksinin belirgin bigimde azaldig1 goriilmektedir:
‘mtcars’ ve ‘Wine’ veri setleri i¢in kosul indeksi
sirastyla 6.66 ve 2.37 seviyelerine gerileyerek yaklasik
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%57 ve %76 oraninda dismilg; ‘fat’ veri setinde
208.64’ten 8.80’e (%95.8), Simiilasyon Verisi 1’de ise
2123.51den 6.16’ya (%99.7) inerek baslangigtaki asirt
derecede olan c¢oklu dogrusal baglantili yapiy1
neredeyse tamamen ortadan kaldirmistir. Simiilasyon
Verisi 2’deki kosul indeksinin 28.25’ten 4.57’ye
diismesi de yaklasik %83.8’lik bir azalmaya kargilik
gelmekte ve tasarim matrisinin belirgin bigimde daha
iyl kosullandigini gostermektedir.

Bu bulgular, hem orta boyutlu gercek veri 6rneklerinde
hem de biyilk boyut yapismna sahip simiilasyon
senaryolarinda, kiimeleme tabanli 6zellik segiminin
¢oklu dogrusal baglantiy1 6nemli 6l¢iide azalttigint ve
regresyon modelleri i¢in daha istikrarli bir tasarim
matrisi sagladigini ortaya koymaktadir.

IV. TARTISMA ve SONUC

Bu ¢alismada, kiigiik 6rneklem veri setlerinden biiyiik
karmasik veri setlerine kadar model karmasikligini
azaltmak ve tahmin performansmi artirmak amaciyla
K-Ortalamalar kiimeleme tabanli bir ozellik se¢imi
yontemi Onerilmis, secilen degiskenler Cok Degiskenli
Dogrusal regresyon, Ridge regresyon ve LASSO
regresyon iizerinde test edilmistir. Elde edilen sonuglar,
ozellik se¢cimi uygulanmis modellerin 6zellikle HKOK
ve OMYH performans oOlgiiti acgisindan  tiim
degiskenlerin kullanildigi modellere kiyasla daha
basarili performans sergiledigini gostermektedir.

K-Ortalamalar kiimeleme temelli segim, her kiimeden
yalnizca temsil giicii en yiiksek 6zelligin modele dahil
edilmesi sayesinde gereksiz ve tekrarli bilgilerin
etkisini azaltmistir. Bu durum, Ridge ve LASSO
Regresyon modellerinin cezalandirma teknigi ile
birlestiginde, model katsayilarinin kararliligmi artirmig
ve asirt uyum (overfitting) riskini Onemli Olgiide
diisiirmiistiir. Ozellikle LASSO regresyonunun, segilen
ozellikler iizerinden ek bir degisken eliminasyonu
saglamasi, modelin sadeligini ve yorumlanabilirligini
daha da artirmigtir. Sonug olarak, dnerilen yaklagim;
yiiksek boyutlu verilerde hem boyut indirgeme hem de
modelleme performansini iyilestirme agisindan etkili
ve uygulanabilir bir ¢6ziim sunmaktadir. Bu ¢alismada
gelistirilen K-Ortalamalar kiimeleme ozellik secimi
yontemi, farkli metodolojik veya uygulamali aragtirma
alanlarina  genisletilebilecek potansiyele sahiptir.
Gelecek c¢aligmalarda 6zellik se¢im siirecinin, Bulanik
C-Ortalamalar kiimeleme veya hiyerarsik kiimeleme
gibi farkli kiimeleme algoritmalari ile gesitlendirilmesi
ve metin, goriintii, zaman serisi vb. farkli veri tipleri
iizerinde testler yapilmasi, yontemin
genellenebilirligini ve etkinligini artirabilir. Ayrica,
secilen ozelliklerin anlamliligina iliskin derinlemesine
analizlerin yapilmasi, yontemin yorumlanabilirligini
giiclendirecektir.
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