
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Introduction 

The 21st century can be defined as a singular combination of fast-moving 

technology and heavy-handed government regulation, transforming politics, 

security and diplomacy. Governments are increasingly employing contemporary 

technologies in sensitive spots such as surveillance and warfare, and compelling 

legitimate questions concerning control, civilian rights, and institutional 

accountability are promptly generated. This convergence of technology and 

governance requires greater recognition of both the technical implementation and 

the multifaceted rationalizations furnished by national and supranational 

authorities for employing them. 
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Abstract: This article examines the intricate relationship 
between state power, technological innovation, and social 
control, analyzing how states utilize emerging technologies, 
especially in surveillance and military capacities, and the 
legitimization strategies employed to justify these practices to 
both domestic and global audiences. A key observation is the 
dualism of state technology use, projecting beyond domestic 
control to external strategic and economic interests, 
demonstrating technology as both a commodity and diplomatic 
tool. Taking Israel as a conspicuous case study due to its peculiar 
geopolitical situation that has rendered the Palestinian 
territories a laboratory for innovative military and security 
technologies, this paper examines how combat-proven systems 
are created, internationally traded, making Israel's defense 
industry a leading sector. To understand these dynamics, the 
research integrates various theoretical frameworks including 
panopticism, dual-use technologies, securitization theory, 
constructivism, techno-authoritarianism, as well as theories 
pertaining to public opinion and state legitimation. The study 
starts by explaining the theoretical basis, its presence in Israel, 
and its global consequences. The study also considers the state's 
rationales founded upon security as well as humanitarian 
reasons, and includes a focus on international collusion as well as 
censorship in informing public opinion.  
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The research examines a state's means of leveraging technology, in particular, 

global surveillance and global security initiatives. The study is equally concerned 

with legitimizing such initiatives at home and internationally. It broadens a 

classical conception of domestic security, highlighting technology as a point of 

emphasis in global politics as well as a predictor in terms of economic progress. 

In a detailed analysis of the complex and multi-dimensions involved in the 

innovation and application of such technologies, this study tries filling a very 

significant gap—often referred by scholars as a lacuna (Sivakumar & Lukose, 

2017)—in the literature. Furthermore, the study delves into the dynamic and 

vibrant interaction existing across domestic control measures and the implications 

for global relations and the pursuits for economic profit. In a break away from a 

very simplistic dichotomy, in which technology is simply and solely reduced to a 

facilitator for control, the approach here lies the focus on the significant role 

technologies play as commodities and assets in the global arena. Therefore, the 

work provides a novel examination of the subject matter at hand. 

Israel's special geopolitical context bears special importance. For decades, this 

setting has converted the Gaza Strip and West Bank into a research ground for new 

warfare and security equipment. Employed equipment achieves a global status as 

tested in battle or combat-proven, which makes Israel's defense sector a 

trendsetter. The financial advantages point out that these ‘lab experiments’ are a 

calculated, lucrative venture, not a by-product of war.  

This research adopts a qualitative and interpretive method using a single-case 

study of Israel to explore state use and legitimization of surveillance technologies. 

The analysis relies on secondary sources such as government statements, 

international reports, and scholarly literature. The study employs document 

analysis and critical discourse analysis to interpret how these texts construct 

narratives of security, legitimacy, and technological innovation. Through 

qualitative content analysis, recurring justifications, metaphors, and legitimizing 

frames are identified and connected to theoretical frameworks including 

panopticism, securitization theory, and constructivism. This approach allows for a 

holistic understanding of how technological governance is rationalized in political 

and moral terms, both domestically and internationally. 

This study first develops a theoretical framework covering the concepts of 

panopticism, securitization theory, constructivism, techno-authoritarianism, dual-

use technologies and concepts related to public opinion and state legitimacy. The 

paper then proceeds to examine the application of such theories in the Israeli 

context, and subsequently a detailed exploration of the phenomenon of the 
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‘Palestinian laboratory,’ the interface of state intelligence communities and private 

sectors, and the distinct control technologies by which digital apartheid1 is 

articulated. Furthermore, it also addresses the modalities of employed 

legitimization strategies, the impact of global complicity and the control of 

narrative mechanisms. Thereafter, an exploration of the global international 

context is presented including the implications on universal norms and human 

rights. 

Selected theories and concepts of state power and technology 

utilization  

To properly understand how states handle emerging technologies and then report 

their actions to citizens, a number of competing frameworks for analysis deserve 

consideration. These conceptual frameworks will help shed light on the relations 

of power, control techniques, and how governments attain the acceptance, or at 

least the acquiescence, of citizens regarding what they undertake. When states 

adopt high technologies, particularly regarding monitoring and social control, it is 

possible to subject these practices to a set of theoretical terms. 

Panopticism and the surveillance state  

Michel Foucault's idea of "panopticism" (2008) offers a powerful way to think 

about modern surveillance. It started as Jeremy Bentham's (1843) design for a 

prison, where a central tower could observe all inmates without them knowing if 

they were being watched at any given moment. This setup creates a feeling of 

constant surveillance for prisoners. Because they know they might be observed, 

they start to watch themselves, essentially becoming their own guards. This 

architectural design becomes a machine for creating and sustaining a power 

relation independent of the person exercising it. In such a system, power does not 

rely on obvious force; instead it hinged on the subtle, widespread influence of being 

watched, which often leads people to censor themselves and conform. 

The surveillance state (Foreign Policy, 2013) takes this idea and applies it to an 

entire society. It describes a society, where governments and other organizations 

use various technologies to watch and manage citizens' behavior. This shift from 

physical surveillance to digital tools is driven by new technologies, changing public 

attitudes about crime and safety, and the state's need to maintain control. 

Governments, law enforcement, private companies that develop and sell 

surveillance technologies, and the people under surveillance are all key players. 

The widespread nature of surveillance (Gouck, 2018) suggests that power can be 

effective even if surveillance is not continuous, as long as people feel they may be 
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observed at any time. This creates a system in which individuals are caught in a 

power dynamic that they themselves help sustain, showing a deep change in how 

control works. 

Securitization theory and constructivism in international relations 

Securitization theory, developed by the Copenhagen School, offers a way to 

understand how certain issues become matters of security (Wæver, 2011).  It 

suggests that security is not something that just exists. Instead, it is created when a 

powerful figure or institution successfully frames an issue as an existential threat 

to something important, like the state or its people. This process then moves the 

issue beyond politics, making it acceptable to use extraordinary means that would 

otherwise be seen as out of line (Buzan & Wæver, 2009) 

A crucial point of securitization is that its success does not necessarily depend on a 

real threat but on the ability to effectively imbue a development with a specific 

character through words and actions (Buzan et al., 1998). When an issue is 

successfully securitized, it attracts a disproportionate amount of attention and 

resources compared to other problems that might actually present a greater harm 

potential. This can lead to extraordinary measures such as declaring emergencies, 

mobilizing the military, or even international conflict. Securitization can further 

impede public debate in political or academic settings as the securitized subject 

narrows the limits of discourse. The theory often suggests that securitization can 

be a negative process, potentially undermining democratic practices and reducing 

scrutiny of those in power (Gad & Petersen, 2011). 

Constructivism, as a way of thinking in international relations, highlights that the 

fundamental aspects of how countries interact are shaped by shared ideas and 

beliefs, rather than just by physical power or resources (Hopf, 1998). Unlike 

theories that see the international system as inherently chaotic, constructivists like 

Alexander Wendt (1992) argue that the rules and structures governing 

international relations are social creations. This means they are formed by ongoing 

social practices and interactions. 

A core idea of constructivism is that shared ideas, beliefs, and identities are the 

main drivers of how people and groups associate with each other, and that the 

identities and interests of countries are shaped by these shared ideas. Reality itself 

is seen as something we build together through common meanings and 

understandings (Baldwin, 2016). Constructivist research looks at how the beliefs 

and actions of different players create the social world. It examines how norms and 
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identities influence what states care about and how they behave, and how these 

things can change through social interaction and learning (Shadle, 2011). 

Constructivism does not say whether competition or cooperation is bound to 

happen; instead, it focuses on the social processes that lead to these outcomes 

(Onuf, 2002). It emphasizes the power of language and speech acts in creating 

meaning and establishing social rules that guide behavior, thereby building our 

reality. While identities shaped by society can change through back-and-forth 

interactions, they can also become deeply rooted within states and societies, often 

taking a long time to shift (Palan, 2000). This perspective suggests that by 

understanding identities as social constructs influenced by words and interactions, 

policymakers have more options to shape domestic and international relations. 

Techno-authoritarianism 

Techno-authoritarianism describes how a state uses information technology to 

control or manipulate people, both within its own borders and in other countries. 

This includes widespread surveillance, like facial recognition, internet censorship, 

cutting off internet access, spreading false information, and digital social credit 

systems (Drexel, 2025). The foundation of this model, particularly manifest in 

China, is an advanced, widespread, and often real-time surveillance system that 

combines government and private sector data. This organized sharing of data gives 

governments large access to information, which they then use to analyze and 

influence behavior through algorithms based on the regime's rules (Hillman, 2021). 

This system develops a society where integration in the economy and daily life is 

based upon a "good credit rating" (Bernot et al., 2022). Those who are not in 

accordance with regulations are subject to penalties that have a marked effect upon 

their status. While a few are content to link this trend to dictator governments, 

digital methods of authoritarianism are equally in place in authoritarian and self-

proclaimed democratic governments (Cave et al., 2019). This trend is a matter of 

concern globally as technologies can be developed to increase efficiency or as a 

defense serving to maintain governmental authority and oppress opposition. 
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Table 1 

Differences of Selected Theories and Perspectives regarding State Power and Security 

 Panopticism 
Securitization 

Theory 
Constructivism 

Techno-

authoritarianism 

Nature of 

Power 

Pervasive, 

internalized, 

psychological 

control through 

constant visibility 

Discursive, 

achieved through 

"speech acts" 

framing issues as 

existential threats 

Socially 

constructed 

through shared 

ideas, identities, 

and interactions 

Centralized, 

technologically-

enabled control 

and manipulation 

of populations 

Origin of 

Threat 

Internalized gaze, 

self-regulation 

due to potential 

observation 

Not objective; 

constructed by 

actors to legitimize 

extraordinary 

means 

Not inherent; 

threats are given 

meaning through 

social interaction 

and shared 

understandings 

State-defined 

threats to regime 

stability, often 

framed as security 

or social order 

Role of 

Technolo

gy 

Mechanism for 

pervasive, 

psychological 

surveillance and 

control 

Tool for 

implementing 

"extraordinary 

means" once an 

issue is securitized 

Influences the 

social construction 

of identities and 

norms, but its 

impact is shaped 

by social choices 

Core instrument 

for mass 

surveillance, 

censorship, and 

behavioral control 

Focus 

Micro-level 

control, 

individual self-

discipline, 

architectural 

design as power 

Macro-level 

political process, 

framing of issues, 

legitimization of 

emergency 

measures 

Intersubjective 

meanings, 

identities, norms, 

and their evolution 

in international 

relations 

State control over 

populations 

through digital 

means, social 

credit systems 

 

Dual-use technologies and ethical dilemmas 

Many technologies, from advanced computers to biological research, have a dual-

use nature (Fischer, 2006) and can actually have legitimate civilian uses. However, 

such dual-use technologies can also be utilized to meet either military or perilous 

needs (Wallerstein, 1991). This duality in itself raises great ethical and regulative 

concerns in international relations. Dual-use goes beyond civilian or military 

intentions (Carrillo, 2017); it also includes research that might have misuse for 

illicit weapons programs, crime, or terrorism. 

There is always a conflict between efforts to restrain the spread of dangerous 

capabilities and the requirements for international cooperation in sharing 
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technology (Fuhrmann, 2008). Treaties try to impede the spread of dangerous tools 

and also enable the peaceful transfer of technology (Boyer et al., 1996). The 

subjective element of intended use makes regulation even harder, as global 

enforcement is difficult to be achieved without strong administrative procedures. 

This can lead to a conceptual imbalance in how the world is governed, where the 

economic benefits of producing dual-use items (like making things cheaper by 

producing them in large quantities) can clash with security risks or ethical concerns 

when these technologies are sold to potentially untrustworthy actors (Nelson et al., 

2022). For instance, a biotech breakthrough designed for public health could be 

repurposed for biological warfare (Evans, 2013), or an AI system (Kania, 2018) for 

autonomous driving might be adapted for weaponized drones.  

Dual-use technologies also challenge fundamental principles of international 

humanitarian law (UN, 1949; UN, 1977a; UN, 1977b; UN, 1954; UNESCO, 1999; 

UN;1972; UNODA, 1980; UN, 1993; UN, 1997; UN, 2000) , such as the principle of 

distinction (UN, 1977a; Article 48, 51(2), 52(2)), which requires clear separation 

between civilian2 and military targets in warfare, and the principle of 

proportionality (UN, 1977a; Article 51(5)(b), 57), which prohibits attacks causing 

excessive civilian harm relative to military advantage.  

From a legal standpoint, there exists a persistent tension between efforts to prevent 

the proliferation of dangerous capabilities and the desire to foster international 

technological cooperation. International treaties aim to prevent the spread of 

dangerous tools3 (UN, 1968; UN, 1972; UN, 1976; UNODA, 1980; UN, 1993; UN, 

1996; UN, 1997; UN, 2008; UN, 2013; UN, 2017) while promoting peaceful 

technological exchange. The subjective element of intended use (UN, 1977a; 

Articles 50-56) makes global enforcement difficult without robust administrative 

procedures. This can lead to a conceptual imbalance in global governance, where 

economic benefits, such as those derived from mass production, can conflict with 

security risks or ethical concerns is these technologies are transferred to 

potentially untrustworthy actors (Gallagher et al., 2023). 

To address these challenges, the European Union (EU), for example, has established 

a regulatory framework (Regulation 2021/821). However, regulatory 

inconsistencies across borders and the rapid evolution of emerging technologies 

like AI, biotechnology, and quantum computing pose ongoing hurdles. Therefore, 

research collaborations should undergo human rights assessments to prevent 

contributing to or profiting from human rights violations, and policies should 

uphold human rights and ethical principles, possibly using a human-rights-by-

design approach (Penney et al., 2018).  



Turkish Journal of Middle Eastern Studies, 12(2) 2025, 00-00  

Public opinion and state legitimation 

States adopt innovative technological advancements in an attempt to advance their 

agendas since they need to rationalize their actions in a bid to remain legitimate 

globally and locally. This position in its subject presents a quandary of how to 

achieve a consensus in popular opinions, a situation that compels governments to 

adopt measures in determining political agendas. According to critical theory, 

leaders utilize media as a tool in building consensus among the masses. This is to 

make sure that public opinions are aligned with leaders’ interests, underpinning 

their legitimacy and control over different political as well as economic institutions 

(Fuchs, 2016). Moreover, this mandate of authority is usually supplemented by a 

sequence of formalized procedures aimed at filtering and managing information, 

which affects not only the type of information available to populations but also how 

information is interpreted.  

Manufacturing consent and the public sphere 

The theoretical model of the public sphere, constructed by Jürgen Habermas, is one 

of the foundational pillars underpinning modern digital transformation. He (1991) 

theorizes that the public sphere refers to a particular social space in which 

individual members of the public come together to discourse, thus becoming the 

site for the exercise of public reason and the creation of public opinion. It is, in 

effect, the aggregate group of private citizens becoming a single entity to voice 

society's demands vis-à-vis the state (Habermas et al., 1974). The underlying 

foundations include logical and analytical thinking, readiness to be available, and 

bringing forth communicative power to justify political participation (Fraser, 

2018). Despite such values, the typical public sphere shows significant flaws. Those 

active within it have been mainly comprised of educated male property-owning 

members of the bourgeoisie (Mckeon, 2004). 

The idea of access guaranteed to all citizens is more an ideal than a reality that has 

ever been fully achieved in its original conception (Asen & Brouwer, 2001). This 

dual nature creates a more realistic benchmark for assessing the democratizing 

potential of virtual worlds (Adut, 2012). In addition, Habermas (1991) asserted 

that this sphere itself was eventually destroyed by the same forces that initially 

created it. This argument seems to uncover an intrinsic vulnerability, insinuating 

that together with the capitalist economic framework, institutions of the state, 

which made its establishment possible, simultaneously led to its decay. Such decay 

took place in tandem with marketization processes and indistinction between 

private and public spheres (Finlayson, 2019). 
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Herman & Chomsky's manufacturing consent theory (1988) argues that mass 

media is not a neutral space for different ideas. Instead, it acts as a powerful tool 

for powerful groups to maintain control over political and economic systems. It 

forms a public opinion that represents the interests of the powerful, and generally 

to the detriment of the masses. The theory states that information and news are 

filtered through a variety of structural filters. These include control of the media by 

interest-driven corporations with heavy capital and vested interests, reliance on 

advertising revenue and on state sources (Jackson & Stanfield, 2004), use of flak 

against critical voices, and perpetuation of master ideologies even through virtual 

media (Fuchs, 2018). 

In this vein, media can contribute to a democratic deficit through the production of 

a passive audience and the acceptance of narratives without analyzing them 

(Müller, 2016), thus limiting the ability of citizens to hold power to account. The 

contribution of the media in shaping public opinion is vast, as it constructs images 

of the world beyond their reach on which citizens rely. 

Public opinion formation and state legitimacy 

In a democratic government, citizens play a central role as voters who choose 

representatives to make major choices and policies aligning with their priorities 

and beliefs. It compels citizens to engage actively in political processes, seek out 

contemporary information, develop opinions, and make independent, informed 

decisions based on values. 

Walter Lippmann (1922), one of the critics of mass democracy, provided a negative 

assessment of the general public. He contended that common citizens, at best, have 

access to factual information or genuine concern for such information 

insufficiently. According to him, the information they can access is highly biased by 

individual propensities and the influences of mass communications. He proposed 

that people develop a pseudo-environment (Coffey, 1974), a subjective and 

truncated mental map of reality. While his assessment addressed mass media, it 

has some implication for today’s social media world as well. John Dewey (2012) 

while also acknowledging that citizens are imperfect, was more hopeful. He 

emphasized the potential to strengthen the public and saw public opinion as the 

best safeguard for democracy. For Dewey, a state's legitimacy is tied to its ability to 

organize the public for collective action and to serve the public's interests, 

especially in balancing individual actions that have indirect, far-reaching 

consequences. 
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A state's ability to make its actions seem legitimate, especially when new 

technologies are involved, depends on how it frames issues and manages public 

perception. When citizens are exceedingly uninformed about political matters, as 

some research suggests (McMurray, 2015; Markowski, 2020; Silver et al., 2024; 

Boudreau, 2009), they might rely on simple stories or cues, making them 

vulnerable to manipulated information. This highlights how important it is for 

states to control information and shape narratives to maintain their legitimacy, 

particularly when controversial technologies or policies are involved. 

The evolving digital public sphere 

The traditional public sphere, defined by clear spatial and architectural 

delimitations, has lost relevance due to procedures linked to depoliticization 

(Barney, 2014) and commodification (Ziółkowski, 2004). Equally, the virtual public 

sphere (Nanz, 2018), by its very nature linked to corporate platforms shaped by 

market forces and regulated by sophisticated algorithmic control, has similar, if not 

more severe, challenges concerning its autonomy and ability to deliberate. Such a 

historical process is vital to understanding difficulties within the digital public 

sphere (Enjolras & Steen-Johnsen, 2017). 

Unlike prior theories of mass media, the world wide web spawns bifurcation and a 

public space (Ward, 1997). Social media encourages exposure to contrasting 

perspectives, shares information promptly, and supports bottom-up direct 

interaction without mainstream media as brokers (Hier, 2008). This could fortify 

action against official narratives of governments, ensuring accountability. 

However, there are challenges. Misinformation spreads quickly, echo chambers 

exist, and people are manipulated by complex algorithms (Sample et al., 2019). For 

governments, building trust is a challenge while dealing with diverging and 

inconsistent information.  

Social media promotes the propagation of polarizing content, inducing political 

extremism and polarization in an urge to boost user engagement (Keene et al., 

2017). This encourages echo chambers that destroy institutional trust, disdain 

facts, and diminish civic discourse, undermining democratic values. 

Non-transparent algorithms are harmful and contribute to the aggravation of 

existing ills. The explosive spread of computerized content does not allow 

separating fact from lie, leading to informational pollution, which has a detrimental 

impact upon psychology at individual as well as social levels. This is a latent danger 

of digital authoritarianism, in which information as well as public opinion are 

manipulated in secret, and there are harsh consequences (Wright, 2019). Margetts 
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et al. (2016) address concerns that misinformation and extremist views cloud truth 

and falsehood, undermining democratic discourse.  

The pluralistic public space of the internet could become polarized, privileging 

sensational narratives or algorithm bias over objective facts. Chaotic pluralism4 is 

not likely to yield better deliberation. Rather, this development will intensify social 

fragmentation, move towards a loss of faith in the institutions of a democratic 

system, and diminish the capabilities for mass problem-solving. It, hence, 

represents a considerable danger for the integrity and efficacy of democratic 

regimes. The commercialization of the public space fundamentally changes the 

exercise of power in the virtual public space. When citizens are primarily 

consumers, whose information and attention are potential commodities for 

exploitation, the exercise of critical thinking by citizens, who should be self-

determining agents and legitimate participants (Winston et al., 2023), encounters 

significant risk.  

New dimensions: new technologies and justification strategies in the 

Israeli context 

The case from Israel is a very strong example of practical application of the 

previously described abstract theoretical approach, which offers interesting 

insights into the dynamic process of how different states apply technologies and 

what their underlying motivations are. The territories of the Gaza Strip and the 

West Bank have been described by a variety of commentators as being akin to a 

virtual outdoor prison (Feldman, 2015). The technological products being tested in 

a first phase against the people in the Gaza Strip as well as in the West Bank are 

sold in a later phase, on a global basis, under the marketable description of being 

combat-proven or battle-tested in action (Action & Corbyn, 2024). 

The total earnings from armaments deals by three Israeli companies5 ranked in the 

Stockholm International Peace Research Institute (SIPRI)'s top 100 lists reached 

$13.6 billion by the end of 2023 (SIPRI, 2023), a historical high. In 2024, Israeli 

defense exports grew by 13 percent to about $14.7 billion, another record, having 

doubled in the last five years (Embassy of Israel Kathmandu, 2025). The global 

border security industry, currently worth over $65 billion, is expected to reach 

about $112 billion by 2030, and Israel is set to grab a big piece of this growing 

market (Research and Markets, 2025). This shows a unique model in which a long-

standing conflict and occupation are directly used to power a booming defense 

industry, creating a self-sustaining economic reason to maintain certain policies. 

The digital intelligence apparatus: unit 8200 and digital apartheid 
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At the heart of Israel's technological control is Unit 8200, the IDF's signal 

intelligence and cyber intelligence gathering unit, often called Israel's digital 

intelligence brain (Foreign Policy, 2007; Senor & Singer, 2009). Founded in 1952 

(Jewish Voice Ministries International, 2018), this unit has been crucial in collecting 

vast amounts of data on Palestinians worldwide. It uses tools like wiretapping, 

internet surveillance, cyberattacks, AI, big data analysis, psychological pressure, 

blackmail, and social network mapping. Former Unit 8200 personnel have even 

admitted to using highly personal information, including sexual orientation, 

psychological trauma, and debts, for intelligence purposes (Cooper, 2014; Arab 

News, 2025). 

A significant aspect of this system is the revolving door phenomenon. Many who 

leave Unit 8200 start their own cybersecurity companies, exporting technologies 

tested in the ‘Palestinian laboratory’ globally with state support (Loewenstein, 

2023). Companies like the NSO Group (known for Pegasus spyware), Cellebrite, 

Paragon Solutions, Candiru, Quadream, Cytrox, Black Cube, and Intellexa were 

founded or managed by former Unit 8200 employees (European Parliament, 2023). 

This creates a direct link from state military intelligence to the private defense and 

surveillance industry, blurring the lines between government and corporate 

interests. This close relationship ensures that technologies developed under 

occupation find profitable global markets, effectively privatizing and globalizing 

the expertise gained from controlling a subjugated population. 

Many technologies are used to control the Palestinian population, showing a 

system of widespread surveillance and siege. Gaza, for example, is surrounded by 

wire fences, drones, and listening devices (Shlaim, 2024), aiming to keep it as the 

world's largest open-air prison (Norwegian Refugee Council, 2018). In the West 

Bank, Palestinian movements are extensively recorded using facial recognition and 

biometric data, to automate control and minimize human interaction (Kilgore, 

2022). Surveillance in Palestinian neighborhoods is notably higher than in mostly 

Jewish areas. According to the United Nations Office for the Coordination of 

Humanitarian Affairs (OCHA) (2025), there were 593 checkpoints in the West Bank 

in 2020 and 849 in 2025 that restrict Palestinian movement. 

Specific technologies that have been utilized by Israel highlight the following: 

• Mabat 2000: This advanced surveillance system in Jerusalem's Old City uses 

hundreds of networked cameras, intelligent video analysis, license plate 

recognition, and facial recognition. It is described as a tool of digital 

apartheid (Amnesty International, 2021) against Palestinians in East 



Burak Şakir Şeker 

Jerusalem. The system's goal is for Big Brother6 to have complete control 

(Who Profits, 2018). 

• Blue Wolf: An Israeli army facial recognition app used by soldiers in the 

West Bank. It allows instant scanning of Palestinian faces against a central 

database (Wolf Pack) to access personal data, security levels, family history, 

and detention information (Goodfriend, 2024). Soldiers are reportedly 

required to upload at least 50 Palestinian photos per guard duty, creating a 

competitive game, where soldiers are rewarded for collecting more data 

(Kubovich, 2022).  

• Smart Shooter: An AI-powered remote crowd control platform used in 

Hebron. It deploys tear gas, sponge-headed bullets, and stun grenades, with 

target acquisition handled entirely by AI based on factors like criminal 

records, facial expressions, and body language (Mayfield & Roaten, 2021). 

This technology turns crowd control into a smart warfare product, allowing 

for automated, potentially deadly, decision-making without a human 

directly identifying a threat (Antebi & Yanko-Avikasis, 2023). 

• Pegasus (NSO Group): This advanced spyware infects smartphones with 

access to microphones, cameras, GPS data, contacts, messages, and 

encrypted applications (Bamford, 2016). First used against Palestinian 

activists, journalists, and diplomats, it is then sold globally as battle-tested. 

Its ability to remain silent and undetected, even while collecting data, 

makes it a powerful tool for secret surveillance (Feldstein & Kot, 2023). 

• Cellebrite: A forensic analysis system used at checkpoints to extract all data 

from physically accessed mobile phones, including encrypted or deleted 

content.7 This allows soldiers to quickly download private messages, social 

media conversations, location data, and internet history (Shewring, 2025). 

Algorithms then analyze social circles, political views, and radical 

tendencies. This practice represents a deep invasion of privacy and a 

systematic data harvesting operation on an entire population (Simon & 

Mahoney, 2022). 

• AnyVision (Oosto): This company installs facial recognition cameras at 

checkpoints and residential areas in the West Bank. It processes biometric 

data, facial expressions, clothing, and companions through AI analysis to 

constantly monitor and predict behavior. The system, reportedly applied 

only to Palestinians in the West Bank, shows a discriminatory use of 

surveillance technology (Abu-Sittah, 2020). The project, known as Google 

Ayosh (referring to the technology's "ability" to search for people and 

"Ayosh" for occupied Palestinian territories), even received Israel's top 

defense award (Dayan, 2022).8 
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Together, these examples show a system of digital apartheid, where unequal access 

to digital technologies and information makes existing inequalities even worse. 

Data from underserved populations is collected and sold, but rarely used to 

empower them; instead, surveillance takes priority over providing services. This 

creates a moral paradox,9 where innovation is used to control and subjugate a 

people rather than serve humanity, raising concerns about the disconnect between 

advanced technology and the daily lives of those under surveillance. 

Table 2 

Convergence of Technologies and Justification Strategies in Practice 

 

Surveillance 

Technologies  

(Mabat 2000, Blue 

Wolf, AnyVision) 

Spyware  

(Pegasus, 

Predator) 

Crowd Control/ 

Targeting (Smart 

Shooter, Drones) 

Data Extraction 

(Cellebrite) 

Primary 

Applicatio

n 

Mass monitoring, 

facial recognition, 

movement tracking 

Covert access 

to personal 

data, 

communicatio

ns, location 

Automated 

targeting, remote 

control, 

intelligence-driven 

force 

Comprehensive 

data scraping 

from mobile 

devices 

Justificatio

n 

Narrative 

"Security," 

"preventing 

attacks," "saving 

lives" 

"Combating 

worst actors," 

"fighting 

crime/terroris

m" 

"Combat-proven," 

"tactical 

superiority," 

"tested in war 

zones" 

"Forensic 

analysis," 

"dismantling 

pedophile 

networks," 

"rescuing 

children" 

"Battle-

Tested" 

Context 

Palestinian 

territories (West 

Bank, East 

Jerusalem) 

Palestinian 

campaigners, 

journalists, 

diplomats 

Gaza, Hebron 
Palestinian 

checkpoints 

Global 

Export/ 

Use 

Widely exported, 

used in various 

countries 

Sold to 

numerous 

countries 

Exported to many 

countries 

Sold to lots of 

countries, used 

by US state 

police 

Impact on 

Civilians 

Pervasive 

monitoring, digital 

apartheid, 

dehumanization 

Invasion of 

privacy, 

targeting 

dissidents, 

journalists 

Automated 

decision-making, 

potential for 

indiscriminate 

harm 

Profound 

privacy invasion, 

systematic data 

harvesting, 

profiling 
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Justification Strategies and International Complicity 

Israel uses specific strategies to justify its technological practices and exports. A 

main method is labeling technologies as combat-proven or battle-tested (JPS, 

2015), using their deployment against Palestinians to suggest effectiveness and 

reliability. This marketing story positions Israel's defense industry as one of the 

global leaders. 

Another key justification involves presenting these technologies as essential for 

security and saving lives (Rowland, 2016). Companies like Cellebrite promote their 

products as tools to dismantle pedophile networks and rescue abducted children 

(OFTA, 2025; PI, 2025), while NSO Group's CEO claims their technology fights 

against the criminals (Simons, 2025). This narrative tries to make the technologies 

seem legitimate by linking them to universally accepted moral goals, deflecting 

criticism about their use in human rights abuses. When facing international 

pressure, Israeli companies often use a similar narrative arguing that they enhance 

other countries’ safety and security, which shifts the responsibility to the buying 

country (Zahra, 2023).10 

Beyond marketing, Israel uses diplomatic channels and foreign policy to promote 

these exports. The Ministry of Defense licenses sales (Azulay, 2024), while Mossad 

or the Ministry of Foreign Affairs handles diplomatic aspects, allowing for strategic 

alliances without formal military relations (Berman & Staff, 2025). Mossad's 

involvement in secret negotiations for Pegasus with countries like Saudi Arabia 

(Jones, 2025), despite no official diplomatic ties, highlights how important these 

technology sales are as foreign policy tools. Agreements with African countries are 

even linked to efforts to influence votes at the United Nations General Assembly 

(Oded, 2010). 

The global spread of these technologies is further enabled by what seems to be 

international complicity or ignorance by western democracies. US state police 

actively uses Cellebrite systems (Gelardi, 2022) and the UK uses NSO solutions 

through private security companies (Kirchgaessner et al., 2020). A particularly 

striking example is the EU's border guard agency, Frontex, which signed a €100 

million contract with Israeli companies like Elbit Systems and Israel Aerospace 

Industries for drones to monitor migrants in the Mediterranean (European 

Parliament, 2020). These drones, also tested in Gaza, carry advanced equipment 

and can detect migrant boats, but offer no direct rescue capability, potentially 

allowing migrants to drown or be handed over to the Libyan Coast Guard (Euro-

Med Human Rights Monitor, 2020). This suggests a boomerang effect, where 
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repressive tools and practices, perfected in one setting, are then applied elsewhere, 

eroding civil liberties and democratic norms globally. 

Furthermore, the European Space Agency (ESA), a publicly funded institution, has 

built commercial networks with Israeli arms companies, including Elbit, for 

projects like the Venus mission and the Copernicus Earth observation satellite 

program (Cronin, 2025). This collaboration, even though Elbit11 is banned from 

some international fairs, shows how commercial interests and perceived 

technological advancement can override ethical concerns and international 

pressure. The ability of an Elbit subsidiary, OIP Space Instruments- OIP nv 

(Optronic Instruments and Products) (VRI, 2025), to participate in a contract 

rivalry (OIP, 2025a) presenting itself as a Belgian company (OIP, 2025b), despite 

the ban on Israeli arms manufacturers (Martinez, 2025), further demonstrates the 

clever methods used to get around restrictions and normalize these technologies. 

The Role of Censorship, Narrative Control and Global Surveillance 

A crucial element supporting the Palestine Laboratory is censorship and control 

over the narrative. Social media companies like YouTube, Facebook, Instagram, 

TikTok, and X (previously Twitter) regularly block content that criticizes Israel or 

presents Palestinian viewpoints (Shankar et al., 2023). Palestinian posts containing 

words like "resistance" or "martyr" are automatically flagged by algorithms as 

"incitement to violence" and removed, while Israeli posts with racist language often 

bypass these filters (Lewis, 2021). 

This suggests a form of platform complicity in state-sponsored narrative control. 

Big tech companies which have social platforms such as YouTube, X, TikTok, 

Facebook and Instagram have removed tons of content at Israel's request through 

Iron Truth, Digital Dome and Fake Off projects12 (Biddle, 2024). This privatized 

censorship, carried out by algorithms on global private social media platforms, 

effectively extends the reach of state propaganda and suppresses dissent far 

beyond national borders. It raises serious questions about the power of tech 

companies as gatekeepers of global discussion and their responsibility to human 

rights and ethical principles.13 The systematic suppression of one narrative while 

allowing another, even if it contains hate speech, creates an uneven playing field in 

public discourse, making it difficult for a truly informed public opinion to form and 

for the state's actions to be critically examined. 

Beyond the Israeli context, the world is increasingly observing companies and 

states using similar surveillance and control technologies, often with concerning 

human rights implications. A prime example of digital authoritarianism, China has 
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developed and exported its model of state-controlled internet namely Great 

Firewall (Tkacheva et al., 2013) and widespread surveillance systems. Companies 

like Hikvision, ZTE, Huawei and Dahua the world's largest maker of surveillance 

equipment (Groot, 2020), and AI startups such as Claudwalk, SenseTime, Yitu, and 

Megvii, are central to China's vast surveillance network, which includes millions of 

CCTV cameras and facial recognition (Khalil, 2020; Byler, 2022). China has sold 

surveillance and monitoring systems to many countries, serving as a blueprint for 

other regimes (Feldstein, 2019; Kang & Grauer, 2025). 

Russia's approach to digital authoritarianism involves strict laws on online 

expression and technologies to enforce them, including surveillance of all internet 

traffic through systems like SORM and the Semantic Archive. Russian companies 

also export surveillance and hacking technologies, especially to former Soviet 

states, contributing to the suppression of dissent (Morgus, 2019). 

Iran has adopted digital surveillance methods, although it is not accepted as a mass 

surveillance tactic against all of the population. But it includes deep packet 

inspection and targeted surveillance, as part of its strategy of political repression, 

often targeting human rights activists and journalists (UK Government, 2025). 

The global video surveillance market, valued almost at $237 billion, includes major 

players such as Bosch Sicherheitssysteme GmbH (Robert Bosch GmbH), Axis 

Communications AB (Canon Inc.), Eagle Eye Networks Inc., Honeywell 

International Inc., Hangzhou Hikvision Digital Technology Company Limited, 

Infinova Corporation, Qognify Inc., Panasonic Corporation, Schneider Electric SE, 

Sony Group Corporation, Samsung Electronics Co. Ltd., Zhejiang Dahua Technology 

Co. Ltd., Qognify Inc., and Samsung Electronics Co. Ltd. They also deal in a variety 

of products such as network cameras, video management software, and analysis 

software, which can be utilized in different applications such as security, traffic 

management, and safety of valuable infrastructure (IMARC, 2025). 

Exportation of cyber-surveillance equipment by many states raises serious 

concerns about human rights because such equipment is often used for political 

opposition, journalists, and human rights advocates (Lyon, 2019). While a few 

states have made commitments to enact export controls and due diligence 

standards (EU, 2024), the prevalence of the states lacks such controls and allows 

for unrestricted business by manufacturers. This highlights the need for a global 

agreement to prevent the spread of technologies that enable serious human rights 

abuses. 
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Conclusion 

The surveillance process entails several actors functioning within a securitization 

framework consisting of government institutions, national security systems, and 

information technologies sectors, which are increasingly privately owned. The 

involvement of these actors at various instances harbor inevitable dangers. The 

implementation of new-age technology and the enhancement of high-tech projects 

highlight fundamental aspects of the transformation of international relations and 

social structures in the 21st century. 

This research ultimately demonstrates that technology operates as both a 

mechanism of governance and a commodity of power. The theoretical frameworks 

introduced in the beginning—particularly panopticism, securitization theory, 

constructivism, and techno-authoritarianism—collectively illuminate how 

surveillance systems transform from instruments of control into tradable goods 

with strategic and symbolic value. In this sense, technology becomes not merely a 

means of maintaining order, but an exportable asset that reinforces the authority 

and legitimacy of the state in domestic and international arenas alike. 

The Palestine case unveils how occupation and conflict spur economic 

advancement and industrialization. The latter is promoted by Israeli war exports, 

which are hailed as effective products. Efficacy legitimizes the marketing of war 

exports, which encourages the economy but could also fortify conflict as beliefs 

concerning potential risks are refuted. 

State intelligence units, such as Unit 8200, are inextricably connected to the newly 

emerging private information-security market, forming an active governance 

entity. The new trend of individuals swapping roles between intelligence activities 

in the army and establishing different global technology companies ensures that 

research and development, initially planned for domestic governance, are quickly 

and effectively converted into commercial enterprises. Then, these become 

disseminated internationally. The smooth convergence between commercial and 

army interests obfuscates boundaries, traditionally distinguishing between public 

and private spheres, and opens a variety of thorny and pressing questions 

concerning accountability, regulatory mechanisms, as well as ethical 

repercussions, connected to the current trend of privatization of state surveillance 

mechanisms. 

The Israeli case embodies this dual transformation vividly. Surveillance and 

military technologies developed under conditions of occupation are repackaged as 

“combat-proven” innovations and sold globally, creating a self-sustaining cycle 
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where conflict and control feed economic growth. The global demand for such 

technologies reveals how narratives of security, humanitarian necessity, and 

innovation merge to justify practices that would otherwise raise ethical concern. 

Thus, the empirical findings reinforce the theoretical claim that technology, once 

commodified, becomes a diplomatic and economic instrument that extends a 

state’s influence beyond its borders. 

It is pertinent to note that such extensive use of most advanced and state-of-the-art 

spying technologies, such as Mabat 2000, Blue Wolf, Smart Shooter, Pegasus, 

Cellebrite, and AnyVision, in the territories of the West Bank and the Gaza Strip 

amounts to what one may call a highly advanced digital apartheid.  

These technologies are not being designed solely for purposes connected to 

security; instead, they are specifically meant for exerting control, dehumanizing 

people, and practicing systematic discrimination against entire populations. The 

final objective in this case is to facilitate the automation of oppression and increase 

the current occupation of these territories at a larger scale. Further, incorporation 

of gamification methods in order to facilitate efficient tracking of targeted people, 

employment of artificial intelligence in facilitating pinpoint targeting, and the 

indiscriminate and wholesale data collection from the entire citizenry indicate a 

comprehensive and alarming erosion of constitutional rights such as the right to 

privacy and human dignity. 

Israel is trying to legitimize its actions through western democracies and 

international social media. This is a concerning validation of repressive action and 

technology, commonly justified as a need in national security issues, though used 

in countries where human rights are not upheld. The boomerang effect emerges 

when such war-zone technology is adopted by democratic governments and used 

indiscriminately at borders, violating civil liberties. Furthermore, social media 

facilitates constraining criticism on Israel, where counterfactual narratives are in 

abundance. This poses a worrying trend of normalizing control over narratives and 

challenges democratic discourse. Thus, the Israeli case study illustrates how 

technological developments converge on geopolitical situations and state 

requirements. In our current age of information, this dynamic consolidates control 

over frontiers in contravention of international rules and shifts power dynamics 

among states. 
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Notes 

1 Another term “Automated Apartheid” is used by Amnesty International for a limited 

apartheid structure (Amnesty International, 2023). In this study, however, digital apartheid 

is intentionally used to emphasize the scope the apartheid. 

2 An investigation by The Guardian, Local Call and +972 Magazine shows that only 1 in 4, 

quarter, Palestinians captured by Israel defined as militant (Abraham, 2025). 

3 In addition to the treaties, pleas also see: 1987 Missile Technology Control Regime (MTCR) 

(2017); The Hague Code of Conduct against Ballistic Missile Proliferation (HCOC) (2002); 

UNSC Resolution 1540 (2004); Secretary-General’s Mechanism for Investigation of Alleged 

Use of Chemical and Biological Weapons (UNSGM) (UNSC Resolution 620 (1988)); 

Measures to Prevent Terrorists from Acquiring Weapons of Mass Destruction (UNGA, 

2002); Mine Action and Effective Coordination: the United Nations Inter-Agency Policy (UN, 

2005); UN Mine Action Service (UNMAS) (UN, 2025a); UN Safeguard Programme (UN, 

2025b); Women, Disarmament, Non-proliferation and Arms Control (UNGA, 2010); Youth, 

Disarmament and Non-Proliferation (UNGA, 2023). 

4 Chaotic pluralism defends the idea that individuals can make some contributions to the 

political system via social media, leading to large-scale mobilization. In contrast, classical 

pluralism rejects monastic conception of the state or politics through bigger groups in the 

system. It is a system to constrain the absolute power with the plural power system. For the 

classical pluralism please see: Dahl (1961; 1978), Lukes (1974), Lindblom (1983). 

5 Elbit Systems, Israel Aerospace Industries, Rafael. Details for Elbit Systems and partner 

countries, see the research center report (Who Profits, 2025). 

6 A state that tries to control everything through the surveillance of the population. For 

details, see (Beauchamp, 1984; Galantonu, 2016). 

7 In a recent official declaration, PM Netanyahu remarked “… You have cell phones here? … 

You're holding a piece of Israel right there…” (Prime Minister’s Office, 2025). 

8 In addition to these companies, Palantir is also worthy to be mentioned with its two 

subdivisions namely Gotham and Foundry. But these platforms are capable beyond 

surveillance. They are directly integrated with the governments and play a decision-making 

role in official entities. So, they may create severe consequences for the public apart from 

expected progress. For details, see (Bennett, 2025); (Joh, 2025), (The American 

Immigration Council, 2025), (Fürstenau, 2025). 

9 Political repression may even prevent the literature or poems from being independent 

(Steiner, 1986). 

10 Even Israel itself is controlling the narrative through exchanges of statements between 

English and Hebrew (Lindley, 2025). 
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11 Elbit is the most significant Israeli government company which was also rewarded 

recently. For more details, see the report by The Office of the United Nations High 

Commissioner for Human Rights (OHCHR, 2025). 

12 For an Israeli explanation about the necessity of the projects, see (Yasur & Ring, 2024). 

13 For EU warnings about these companies, see (Business & Human Rights Resource Centre, 

2023a, 2023b, 2023c, 2023d) 
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