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Hinton ve Anadol: Yapay Zekada Bilim-
Sanat Kesisiminde Karsilastirmali Bir
inceleme

Oz

Derin égrenme konusundaki calismalariyla, 2018 Turing Odiilii'nii alan
Geoffrey Hinton, yapay zekanin babasi olarak taninmaktadir. Hinton'un
glinlimliz yapay zeka uygulamalarina sinir aglari ve derin 6grenme alanindaki
calismalariyla biiytik katkist olmustur.  Hinton'in ¢alismasi, McCulloch ve
Pitts'in noéron benzeri birimlerden olusan aglarin hesaplama yapabilmesine
dayanir. Ogrenmenin olmadig1 elle ayarlanan agirliklarin ikili esiginden ve
Rosenblatt'in tek katmanli 6grenme kuralli algilayicisindan yararlanan Hinton,
¢cok katmanh sistemlerde aktivasyon fonksiyonlarini tanimlayarak bu aglar
uygulanabilir 6grenme mimarilerine dontstiirmiistiir. Bdylece, yapay zeka
calismalar1 sembolik akil yiiriitme yaklasimlari seklinde devam ederken,
Hinton 1980°li yillarda gelistirdigi geriye yayilim modeliyle sinir aglarim
glincellemis ve katmanlar halinde diizenlenmis birbirine bagh yeni islem
diigiimlerini tanimlamistir. Teknolojideki gelismelerle hizla uygulanmaya
baslayan bu sinir ag1 modelleri, son yillarda transformer yapisina
doniismiistiir. Giinlimiizde uygulamalar, biiyiik dil modelleri ve tiretken yapay
zeka paradigmalariyla yiiksek hassaslikta tiretilmektedir.

Bazi sanatcilar yapay zeka modellerini eserlerini yaratmada bir ara¢ olarak
kullanarak yeni goriintii, miizik, video ya da metinler iiretmektedir. Burada
yapay zeka, sanatgi ile is birliginde olan yaratici ortak islevi gorerek eseri
sekillendirir. Refik Anadol da bir gercek diinya problemi ya da varlig1 iizerinde
calisarak resim, video ve metinlerden olusan biiytik veri setlerini kamuya agik
sergilere dontistiirmektedir. Yapay zeka, hava durumu, kentsel aktivite, beyin
taramalari, arsivler, doga kayitlar gibi verileri analiz eder, oriinttileri 6grenir
ve gorsel ve mekansal deneyimler icin yeniden sentezler. Sesveisik tuvallerine
doniismiis soyutlamalar olarak ortaya ¢ikan ¢ikti, duyusal tasarimlara vurgu
yapan canli resimsel bir 6zdiir.

Calismada farkl disiplinlerden iki uzman olan biri bilim insani digeri resim
sanatgisinin ¢alismalari ve aralarindaki iliskiler anlatilmaktadir.

Anahtar kelimeler: Geoffrey Hinton, Refik Anadol, Derin Ogrenme,
Biiytik Dil Modeli, Bilis, Sanat
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Hinton And Anadol: A Comparative Study at The
Science-Art Intersection in Artificial Intelligence
Abstract

Geoffrey Hinton, who received the 2018 Turing Award for his work on
deep learning, is known as the father of artificial intelligence. Hinton
has made significant contributions to today's artificial intelligence
applications through his work on neural networks and deep learning.
Hinton's work is based on McCulloch and Pitts's understanding of the
computational capabilities of networks composed of neuron-like units.
Leveraging this dual threshold of manually adjusted weights without
learning and Rosenblatt's single-layer learning rule perceptron, Hinton
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transformed these networks into viable learning architectures by defining activation functions in multilayer
systems. Thus, while artificial intelligence studies continued in the form of symbolic reasoning approaches,
Hinton updated neural networks with the backpropagation model he developed in the 1980s and defined
new interconnected processing nodes arranged in layers. Neural network models, which have begun to be
rapidly implemented with advances in technology, have evolved into transformer structures in recent
years. Today, applications are produced with high precision using large language models and generative
artificial intelligence paradigms.

Some artists use artificial intelligence models as a tool in creating their artworks, producing new images,
music, videos, or texts. Here, artificial intelligence acts as a creative partner in collaboration with the artist,
shaping the work. Refik Anadol, working on a real-world problem or entity, transforms large datasets
consisting of images, videos, and text into public exhibitions. Artificial intelligence analyzes data such as
weather, urban activity, brain scans, archives, and nature recordings, learns patterns, and resynthesizes
them into visual and spatial experiences. The resulting abstractions, transformed into canvases of sound
and light, are a vibrant pictorial essence that emphasizes sensory designs.

This study explores the work of two experts from different disciplines, one a scientist and the other an artist,
and the relationships between them.

Keywords: Geoffrey Hinton, Refik Anadol, Deep Learning, Large Language Model, Cognition, Art
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Yapay zekanin sadece bilimsel arastirmalar ve teknolojiyle sinirli kalmayip, sanattan egitime
kadar glinliik yasamin hemen hemen her alaninda yer almasi, bu disiplinin devasa etki alaninin 6nemli
bir gostergesidir (Then, 2023). Geoffrey Hinton, derin 6grenmenin temel bilimsel prensipleriyle ilgili
olarak yapay zeka ile dogal dilin mantigin1 anlamlandirmanin 6nemini agiklarken; Refik Anadol, yapay
zekay1 kullanarak biiyiik veri setleriyle sanati birlestirmekte ve dogadan ilham alan gorsel eserler
tiretmektedir. Diger taraftan Hinton, son gelismelerle yapay zekanin yanlis uygulamalarinin tehlikeli
sonuclar dogurabilecegine de dikkat cekmektedir (Hinton, 2023, 42:29). Anadol ise calismalarinda,
ornegin doga verilerini topladigi projesinde, Google, NVIDIA gibi biiytik firmalarla ile is birligi yaparak
stirdiiriilebilirligi 6ne cikartan etik bir yaklasim sergilemektedir (Anadol, 2024, 38:20). Boylece yapay
zekanin etik ve toplumsal etkileri baglaminda Hinton otonom silahlar gibi tartisma yaratan konulara
kars1 bir durus sergilerken, Anadol kiiltiirel ve toplumsal degerleri sanat eserlerine yansitarak yapay
zekay1 bir sanat formuna doniistiirmektedir.

Yapay zekanin sanatla iliskisini kiiltiirel birikimler ve tarihi arsivlerle yorumlayan Anadol,
bilgiyi yalnizca veri olarak degil, insana ait anilar olarak ele alarak makinelerin 6grenme kapasitelerini
sorgulamaktadir (Anadol, 2024). Eserlerinin {iretiminde kullanilan veri setlerinin Tiirkce
etiketlendigini bildiren Anadol, kullandig1 modellerdeki egitim siirecleriyle Tiirkce dil isleme
orneklerini zenginlestirmektedir (Anadol, 2024, 38:20); boylece gorsel, isitsel ve metinsel verilerle ve
de dogal dil islemenin katkisiyla resim sanatina iliskin ¢cagdas eserler yaratmaktadir. Bu eserler gerek
ulusal gerekse uluslararasi projelerde yasayan ii¢ boyutlu dijital yapitlar olarak Hinton'un
onciligiinii yaptig1 yapay sinir aglari modelleriyle gerceklestirilmektedir.

1950-1970 wyillar1 arasinda yapay zekanin erken dénem arastirmalarindan en 6nemlileri
psikoterapist sohbet programi ELIZA (Weizenbaum, 1966), SHRDLU ile 1960’larin sonunda sinirh
saylida alanda anlamsal ¢oziimleme fikrinin dogusu (Winograd, 1971) ve noéronlarin elektriksel
ozelliklerinin modern anlamda ag¢iklandigi sinir aglarinin (Minsky & Papert, 1988) tanimiydi. Ayni
yillarda néronlarin elektrik sinyallerini kullanarak birbirleriyle iletisimi Hinton ve ekibi tarafindan
uygulamaya dontstiirildi (Rumelhart vd., 1986). Yapay zekanin erken donemlerinde insanoglunun
bilissel islevlerinin tiimiinden sorumlu olan beynin matematiksel olarak ifade edilebilmesi, insanligin
anilarin1 ve hayallerini analiz eden Anadol’'un iirettigi sanat eserleriyle somut uygulamalara
donlismustiir.
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1890 yilinda Santiago Ramoén y Cajal, sinirbilimin temellerini tip alaninda atmist1 (Cajal, 2025).
Buradan, sinir sisteminin siirekli bir agdan degil, bagimsiz hiicrelerden olustugu fikri 19. ytlizyilin
sonunda dogdu. Yapay zekanin erken dénemleri McCulloch ve Pitts’in (1943) tanimladig1 sinirbilim
modeli betimlemesinden, diger bir ifade ile biyolojik bir ndronun yapay matematiksel ifadesinden
etkilenmistir. Sinirsel aktiviteye iliskin bildirimlerin mantiksal hesaplamasi olan algilayicilara iliskin
uygulama ise, retinanin calisma prensibiyle aciklanmisti (Rosenblatt, 1958). Calismada optik
desenlere diirtilerle yanit veren bir algilayicinin, etkilesim alaninda birbirleriyle iliskili hiicrelerdeki
tepkilerin iletimine benzer davranislar1 oldugu goriildii. Aslinda o yillarda karmasik mantiksal
islevlerin basit agma-kapama birimleriyle gosterimi gerek anahtarlama teorisi gerekse sayisal
bilgisayarlarin gelisimine 6nemli katkilar saglamisti ve ¢ok sayida beyin modelini mantiksal
diizeneklerle tasarlamada sembolik mantigin 6nemli etkisi oluyordu. Neocognitron, giris
konumlarindan bagimsiz olarak desenleri, 6rnegin rakamlari, tanimak iizere tasarlanmis katmanli bir
sinir agidir (Fukushima, 1980). Calisma, Evrisimsel Sinir Aglarinin kapisini agan S/C katmani fikrine
oncilik etmistir. Model, gorsel kortekste bulunan hiyerarsik islemeyi taklit eder. Konum
degisikliklerine dayaniklidir ve etiketli denetim yerine 6z-organizasyonla olusturulmus 6grenme
ozelliklerine sahiptir. Neocognitron ile doniisiimiin degismezligini veren mekanizma modellenir.
Orijini Fukushima’'nin c¢alismasina dayanan Evrisimsel Sinir Aglar giiniimiizde saglik alaninda,
degisken hasta konumlandirmasi icin kritik 6neme sahip doniistiiriicii gliciiyle X-1s1nlarini, bilgisayarh
tomografiyi ve doku patolojisini yorumlar. Otonom sistemlerde alg1 yiginlari, serit, engel ve isaret
tespitleri evrisimsel modellerle gerceklestirilir. Astronomi alaninda ve wuzaktan algilama
problemlerinde, biiylik goriintiiler tizerinde efektif yerel desen tespiti gergeklestirilir. Ticari
uygulamalarda ise, liriin tanima, igerik denetimi ve gorsel aramalar evrisimsel aglarin hiyerarsik
ozelliklerine ve havuzlamalara dayandirilir.

Rumelhart vd. (1986), c¢ok katmanli aglarda dagitilmis islemeyi temel ozellikleriyle
tanimlayarak herhangi bir giris kalibindan uygun ¢ikt1 kalibini tirettiler. Bu ag yapisinda giris bilgisi,
bir ara (gizli) katmanda yeniden kodlanmakta ve ¢ikti bu ara gosterim tarafindan iiretilmekteydi.
Yeterli sayida ara birim bulunuyorsa, giris desenleri her kosulda kodlanabiliyordu. Gérev alaninin
kritik oOzelliklerine sahip bu ara birimlerin dizilis diizenindeki agirlik ayarlamalariyla sonuglar
degisiyordu. Geriye yayillim teknigi olarak adlandirilan bu yeni model, Rosenblatt'in tanimladigi
algilayic1 kavrami temelinde tasarlanmisti. Algilayici-yakinsama algoritmasi olarak adlandirilan bu
modelde veriler iki gruba ayrilmakta ve en uygun ayrimin yoluna algilayici tarafindan karar
verilmekteydi. Glinliimiizde ise néron benzeri birimlerden olusan aglarin 6grenme siirecinde, agdaki
baglantilarin agirliklar: her diizeyde yeniden ayarlanarak, agin gercek cikt1 vektori ile istenen ¢ikt
vektori arasindaki farkin 6lciisii en aza indirilmektedir.

Yapay zeka, hem mantik yolu ile akil yiiriiterek sembolik ifadelerin betimlendigi ¢cikarim
kurallarim1 kullanir, hem de verilerden 6g8renerek zekanin 6ziinlii betimleyen beyinden esinlenir.
Mantikla ifade edildiginde bilgi bicimsellestirilir; herhangi bir anlam ifade etmeyen bir sembol diger
sembollerle iliskilendirilerek yorumlanabilen grafik bir yapiya déniistiiriiliir. Sembolik sistemlerin
etkileri insan-makine etkilesiminde alt-sembolik sistemlerle devam etmis ve sembolik sistemlere
alternatif olarak derin 6grenmede basarii uygulamalar gelistirilmistir (Bengio vd, 2021). Bu
etkilesimin yapay sinir agiyla benzetimi, herhangi bir baglantinin optimizasyonu icin kurallarin
tanimlanmasi ve ¢éziime beyinden 6grenerek ulagilmasidir. Bunun i¢in, iletisimi saglayan sistemin
disindaki semboller, sinirsel aktivitenin i¢ vektorlerine doniistiriiliir ve sembollerin dizilisinden
olusan yap1 modellenerek 6grenme gergeklesir. Bu tiir uygulamalarin gecmisi arastirildiginda, genel
derin ag mimarisinin ilk olarak Ivakhnenko ve Lapa (1966) tarafindan tasarlandigi, onceki
katmanlardan  sonraki katmanlara gecisin regresyon analiziyle gercgeklestirildigi goriiliir. O yillarin
calismalarinda derin 68renme sinir ag1 ifadesi kullanilmamis, ama tasarlanan sistemler asamali ve
dagitik yapilariyla giris verilerinin betimlemelerini modelin diiglimlerinde gerceklestirmistir. Bu
tasarim bigiminin, 1986 yilinda metni sese dontstiiren geriye yayilim uygulamasi NETtalk sistemi ile
benzerligi rastlanti degildir (Sejnowski & Rosenberg, 1986). NETtalk projesi, ilgili harfin s6ylenisini
veren bir ses birimi kodunu ¢ikt1 olarak tiretmekteydi.
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Calismanin arastirma sorusu:

Geoffrey Hinton'in yapay sinir ag1 algoritmalarina yaptig1 bilimsel katkilar, Refik Anadol'un
yapay zeka odakli sanatin1 estetik ve islevsel olarak nasil sekillendirmistir?

olarak belirlenmistir.

Calismada ti¢ hipotez tanimi yapilmaktadir. H1 hipotezi ile yaklasimlarin yakinsamasi,
hedeflerin ayrismasi belirtilir. H2 hipotezi ile yorumlanabilirlik kavramlarinin farklihig: ifade edilir. H3
hipotezi ile farkl sekillerde diizenlenmis verinin alt yap1 olarak paylasilmasi verilir.

H1: Hem Hinton, hem de Anadol calismalarini benzer yapay zeka altyapilarina dayandirir. Ama
basar kriterleri farklilik gosterir. Hinton, 6ngoriicli performansa ve agiklamada tutarliiga 6ncelik
verirken, Anadol deneysel etkilesime ve kiiltiirel degerlere 6ncelik vermektedir.

H2: Yorumlanabilirligin bilimsel aciklamasi, modelin seffaflig1 ve nedensel i¢gorii olarak verilir.
Oya yorumlanabilirlik sanat alaninda, algisal okunabilirlik ve duygusal tutarliliktir. Hedefler farklh
olmasina ragmen her iki disiplin gizli yapilar algilayabilmek iizere benzer teknikler kullanir.

H3: Hem Hinton, hem de Anadol icin veri temel materyal olmasina ragmen her ikisinin
diizenleme stratejileri farklidir. Hinton, temsil edebilme giiciinii ve istatistiksel fayday1 optimize eder;
Anadol ise anlamsal yankilanma, duyusal zenginlik ve mekana 6zgii anlatiy1 diizenler.

Calismanin sonraki boélimiinde bu alana katki saglayan onemli calismalardan seckiler
anlatildiktan sonra, Hinton ve Hopfield’e 2024 Nobel Fizik Odiiliinii paylastiran  siirecler ve
calismalarinin giiniimiiz diinyasina katkilar1 anlatilmaktadir. Bu béliimde sinir aglarinin ¢ok disiplinli
calismalara teknolojik katkilar1 ve resim sanatindaki kullanimlar:1 6zellikle Refik Anadol’un eserleri
lizerinden arastirilmaktadir. Calisma karsilastirmalarin yapildig, endiselerin belirtildigi ve gelecegin
yoOnelimlerinin anlatildig1 Sonuglar ve Degerlendirmeler béliimii ile tamamlanmaktadir.

A. MEVCUT CALISMALARDAN ORNEKLER

Bir kelime ya da ciimlenin devaminin model tarafindan tahmin edilerek tamamlamasina
“otomatik tamamlama” denir. Kullanilan model metnin igerigini anlayarak, kullanicinin yazmakta
oldugu kelimenin ya da climlenin devamu ile ilgili 6ngériilerde bulunabilir. Otomatik tamamlama ile
son kelimenin tahmin edilmesi Andrey Markov'un stokastik bir model olan Markov zinciri ile
hesaplanmaktadir (Foster, 1952). Sozciik tahminlerinin Markov varsayimina gére yapilmasi Dil
Modelleme olarak adlandirilir. Bu tiir Dogal Dil Isleme ¢alismalari son yillarda Biiyiik Dil Modellerine
doniismiistiir. Transformer mimarisiyle gelistirilmis olan bu modeller, metnin uzak araliklarindaki
sozciik bagimliliklarin1 daha efektif yakalayarak kelimenin dogru tahmin edilmesini saglamaktadir
(Tahery & Farzi, 2020). Ornegin LSTM (long short-term memory) mimarisiyle, dilin farkli formlardaki
isleyisine odaklanilarak farkli gérevler i¢in birbirleriyle iliskili cesitli ¢6ziimler tUretilebilir (Hochreiter
& Schmidhuber, 1997).

Diger taraftan, Giris Boliimde de agiklandig1 tizere Hinton ve ekibinin 1986 yilinda yayinladiklari
meshur calismalari, gradyan tabanli 6grenmeyle optimize edilmis, giris parametrelerine gore bir
katmanin g¢ktisinin ideal sekilde belirlendigi degisimler modern yapay zekanin omurgasini
olusturmustur (Rumelhart, vd., 1986). Hata gradyanlarini yayarak ¢ok katmanl sinir aglarini egiten
bu pratik ve genel geri yayilim algoritmasi, i¢sel ve dagitilmis gosterimlerle 6grenmeyi dogrusal
modellerin dtesinde karmasik fonksiyon yaklasimlari ile gergeklestirmistir. Refik Anadol eserlerini,
biiylk olcekli gorsel, isitsel ya da ¢evresel veri kiimelerinin egitildigi sinir aglariyla bu modeli
kullanarak tiretmektedir.

Efficient Estimation of Word Representations in Vector Space (2013) isimli ¢alisma, bliyiik
metin Kkoleksiyonlarinda sik bulunan kelimeleri 6grenmek {izere sinirsel yontemlerden word2vec
kullanir. Hedef kelimenin ¢cevresindeki baglamdan tahmin edilmesi CBOW (Continuous Bag of Words)
ve hedef kelimeden ¢evresindeki baglam kelimelerinin tahmin edilmesi Skip-gram literatiire 6nemli
katkilar1 olmus iki mimari tasarimdir (Mikolov vd., 2013).
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Ogrenme algoritmalarina iliskin ag modellerinin performanslarinin optimizasyonu igin, modelin
egitiminin ilk asamalarinda gradyan bilgisinden yogun olarak yararlanildig1 bilinmektedir (Lall & Lall,
2024). Bu teknigin giiclii ve zayif yonlerinin agik olarak ifadesi olduk¢a zor olmasina ragmen “gradyan
azalmas1” kara kutu optimizasyon algoritmalarinda olduk¢a yaygin kullanilmaktadir. Hinton ve
Salakhutdinov da (2006) ¢alismalarinda, ¢ok katmanh bir sinir agini egiterek biiyiik boyutlu verileri
diisiik boyutlu kodlara doniistiirmuslerdir. Bunu gerceklestirebilmek i¢cin kosul sadece problemin
baslangigtaki agirlik degerlerinin iyi bir ¢6ziime yakinsamasiydi. Sonug, otokodlayici aglardaki
agirliklarin ince ayari i¢in “gradyan azalmasi” tekniginin kullanilmasi ve bunlar denetimsiz 6grenme
algoritmalarina uygulanmasi oldu (Erhan vd. 2010). Efektif ¢6ziimiin, derin otokodlayic1 aglar
oldugunun gosterilmesiyle, 6nceki ¢alismalarda veri boyutunu dogrusal olarak azaltan “temel bilesen
analizinden” (Jolliffe, 2002) daha iyi sonuglar elde edildigi goriildii.

Bilgisayarlarin hizlandigy, veri setlerinin yeterince biiyiidiigii ve baslangi¢c agirhiklarinin iyi bir
¢Ozlim i¢in uygun kosullar1 sagladig1 80’li yillardan itibaren mevcut veriyi sikistirip olabildigince az
kayipla tekrar tlireten derin dogrusal otokodlayicilar kullanilmaktadir (Plaut, 2018). Otokodlayici
uygulamasi girdisinin yeniden yapilandirilmak tizere egitildigi sinir ag1 seklinde, Rumelhart ve ekibi
(1986) tarafindan gergeklestirildi. Bu ag, kiimelemenin yapildig1 farkl ¢ikarimlar igin verilerle ilgili
bilgilendirici betimlemeleri denetimsiz olarak 6grenir. Sinir aglarinin o dénemlerde en yaygin
kullaniminin dogrusal islemlerin yapildig1 otokodlayicilar oldugu bilinmektedir (Baldi & Hornik,
1989).

Hem kodlayic1 hem de kod ¢o6ziicti diizeylerde ¢ok sayida tabakadan olusan derin otokodlayici
aglar ¢oklu gizli katmanlar olusturarak soyut ve olabildigince anlamhi 6zellikler ¢ikarir. Geriye
yayilimin dogrusal olmayan boyut azaltma etkisiyle Hinton ve ekibi tarafindan o dénemlerde yapilan
calismalar bugiinkii yapay zeka aracglarinin gelistirilmesine oncii nitelikte olmustur.

Markov’'un dil modelleme yaklasimi, bir kelimenin ya da semboliin dnceki kelimelere ya da
sembollere gore tahmin edilmesiyken, Hinton'un sinir ag1 yaklasiminin, ¢ok daha karmasik ve uzun
icerikli bagimliliklar1 68renebilecek sekilde evrimlestigi gortilmektedir. Aslinda her iki model de dilin
dinamiklerini tahmin etmeye yoneliktir; ancak derin 6grenme modelleri, bugiliniin yapay zeka
modellerindeki gibi bu tahminleri daha genis bir baglamda ve daha gelismis 6grenme stratejileriyle
yapmaktadir. Ornegin, Hinton'un séylesisindeki (Hinton, 2023, 42:29) “The trophy would not fit in
the suitcase because it was too big” climlesi Fransizcaya ¢evrilirken “it” zamirinin “trophy” sézctigiine
karsilik gelmesi gerekirken, dilin 6zelligi nedeni ile, “suitcase” s6zciigline atif yapildig1 goriilmektedir.
Bu, dogal dil islemede anlam ¢ikarma ve baglami dogru degerlendirme siirecindeki karmasikligi agik
olarak gosteren bir ciimle drnegidir. Hinton, dil ¢evirilerindeki belirsizliklere verdigi bu 6rnekle, bir
climlenin anlamini dogru sekilde ¢oéziimleyebilmek i¢in dilin islenmesinde baglamsal analiz ile
semantik iliskilerin eszamanl yiiriitiilmesinin 6nemini ortaya koymaktadir. Diger bir ifadeyle,
herhangi bir cevirinin dogru yapilabilmesi i¢in, modelin dilde eril ve disil isim farkin1 anlayarak
climledeki mantigi ve baglami kavramasi gerekir. Hinton, climlenin 6gelerine ayrilmasinda
sozdizimsel ¢ozlimlemenin, bagimlihigin ayristirilmasinda ise anlamsal ¢6ziimlemenin O6nemini
calismalarinda stirekli vurgulamistir.

Transformer mimarisi “The trophy would not fit in the suitcase because it was too big"
ciimlesindeki “it" sézctigiindeki belirsizligini birka¢ adimda gerceklestirir (Vaswani, vd., 2023). Oz
dikkat (self-attention) ile “it" belirteci i¢in diger tiim belirte¢lerin anahtarlarini puanlayan bir sorgu
olusturulur. Referans soézclik olabilecek kelimelere yiiksek agirlik degerleri atanir ve belirteglerin
degerleri karistirllarak ~ uymayan seyin degistirilmesi kodlanir. Cok bash dikkat (multi ahead
attention) ile, problem farkli bakis agilarindan degerlendirilir. Bazi baslklarda soézdizimi
vurgulanirken, digerlerinde anlambilim aranabilir. Bagliklarin birlestirilmesiyle, "it" zamirinin
"trophy" so6zciigii ile uyumlu oldugu ¢ikarimi yapilir. Sonug olarak, katmanl iyilestirmelerle dogru
sonuca ulasilmasi olasiligl hizla ylikselmektedir.

Wang ve Wyble (2024) ¢alismalarinda Hopfield (Alonso, 2024) ve Hinton'un sinir aglarina
yaptiklar1 katkiy1 tarihsel siire¢ icerisinde anlatmakta ve bunun gorsel sanatlar gibi diger disiplinlere
uyarlamalarini yapay zekanin gelecegi baglaminda incelemektedir. Deneyimlerin aktarildigi bu
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makalede 90’'l1 yillarda 6grenciyken baslatilan teorik ¢alismalara, 2000’li yillarda 2B’lu objelerle
gerceklestirilen uygulamalar eklenmis; bu ¢alismalart 2010'lu yillarda gorintiilerin yapay sinir
aglariyla siniflandirmalari izlemistir. O zamana kadar ¢dziimlenmemis olan siniflandirma problemine,
onceden tanimli bir sozliikten terimlerin alinmasiyla aciklamalar eklenmistir. Bu tiir problemlerin
2010’1u yillarin teknolojisiyle ¢oziimlenebilmesi olduk¢a zor oldugu icin Wang ve Wyble calistiklar
laboratuvardaki bilgisayarlarin kapasitelerini de yazmistir. O dénemin kosullarindan giliniimiize
gelindiginde, yapay zekanin giiniimtizde ve gelecekteki ilgi alanlariyla ilgili olarak iklim degisikligi,
halk saghg krizleri, yoksulluk, gida giivenligi, cevre kirliligi, ruh sagligi ve egitim gibi birbirinden farkl
pek ¢ok disipline ait problem 6rnek olarak verilebilir. C6ziim ise yapay zeka ¢alismalarinda giiniimiiz
olanaklarindan dogru olarak yararlanilmasinda yatmaktadir. Ayni makalede yapay zekanin yenilikeilik
bakis agisindan sanata yaptigi katkilardan da 6rnekler verilmektedir.

B. HINTON VE HOPFIELD’IN KATKILARI

Hinton'un giintimiiziin akilli sistemlerine en 6nemli katkisi sinir aglar1 ve derin 6grenme
alanlarindaki ¢alismalariyla olmustur. Yapay zeka uygulamalarina yonelik ¢alismalar 1980°1i yillarda
sembolik akil yiirtitme yaklasimlari seklinde devam ederken (Russell & Norvig, 2022), Hinton insan
beyninin yapisindan esinlenerek gelistirdigi yeni bir model olan yapay sinir aglar1 kavramini ortaya
atmistir. Sinir aglar1 bir hesaplama modeli olarak katmanlar halinde diizenlenmis birbirine bagh
isleme diiglimlerinden olusur. Teknolojinin gelismesiyle hizla uygulamaya doniisen sinir ag1 modelleri
20201 yillardan itibaren insanliga transformer devrimini yasatmaktadir; biiyiik dil modelleri ve
liretken yapay zeka paradigmalari ve siirekli gelisen versiyonlariyla yeni uygulamalar {liretilmektedir
(Gupta vd., 2024).

John Hopfield (1982), yapay zekanin bugiinkii devasa boyutlarinin tahmin edilemedigi 1980°li
yillarda sinir aglar1 konusunda yaptig1 calismalarla taninmaktadir; ruhsal arastirmalar, biyoloji ve
sinirbilim bulgularini birlestirerek elde ettigi verilerden olusturdugu desenleri islemek iizere kendi
adini verdigi Hopfield Agim1 tanimlamistir. Hinton ise Hopfield'in bu c¢alismasini, biiyiik veri
kiimelerindeki desenleri tanimlamak ilizere Boltzmann Makinesi adim1 verdigi ag1 olusturmada
kullanmistir (Ackley vd., 1985). Hinton'in sinirli Boltzmann Makineleri tizerindeki ¢alismalar1 devam
ederek denetimsiz 6grenme modellerine ait uygulamalarin gelismesinde énemli rol oynamis; sonunda
derin inang aglar gelistirilmistir (Hinton vd., 2006; Hua vd., 2015). Derin inang¢ aglariyla verilerin
hiyerarsik dizilisleri kolaylikla 6grenilebiliyordu; boylece bu aglar zamanla boyut azaltmada ve 6zellik
o6grenmede giicli araglar haline geldi. Glinlimiizde milyonlarca parametre ve ¢ok sayida gizli katmana
sahip derin aglarda, parametre kiimesini hizli bir sekilde bulabilen a¢gézlii 6grenme algoritmasi
(Barron vd., 2008) yogun olarak kullanilmaktadir. Bu algoritma denetimsiz olmasina ragmen hem
etiket hem de veri lireten bir modeli 68renerek etiketlenmis verilere de uygulanabilir. A¢gdzlii
O0grenme algoritmasi, Hinton'un c¢alismasinda kullandigi MNIST (Modified National Institute of
Standards and Technology), veri tabaninda elle yazilmis rakamlar1 olduk¢a yiiksek performansla
Ogrenen liretici modele ait bir ince ayar algoritmasidir. Bu iiretici model, derin gizli katmanlarda
dagitilmis gosterimleri yorumlamayi kolaylastirmaktadir.

Ozet olarak Hinton, geriye yayilim algoritmasini tanimlayarak yapay sinir aglar1 konusundaki
biiyilik devrimin yaraticisi olmustur. Geriye yayilim, tahmin edilen ve gergek ¢iktilar arasindaki hatay:
en etkin sekilde minimuma indirerek ¢cok katmanl sinir aglarinin egitimini miimkiin kilmis; boéylece
derin 6grenmenin modern ¢ag1 baglamistir. Hinton’un derin 6grenme modellerinin gelismis 6grenme
stratejilerine evrilmesinin orijinalinde Andrey Markov’'un 1906 yilinda yayinladig: stokastik siiregler
(Seneta, 2006), 6rnegin bir dile ait herhangi bir s6zciiglin tahmini yatmaktadir. Markov’un yaklasimyi,
herhangi bir semboliin énceki sembollere bagli olarak tahmin edilmesi {izerine tanimlanmisken
(Goswami, 2020), Hinton'un sinir ag1 yaklasimi, daha karmasik ve daha uzun bagimliliklar: 6grenmek
tizere gelistirilmistir.

1. Cok Disiplinli Calismalara Teknolojik ve Sanatsal Katkilar

Hopfield ve Hinton'un ¢alismalari, makinelerin goriintiileri siniflandirmak iizere tasarlandigi
ilk uygulamalardandir. Bunlar, giiniimiizde biiyiik veri depolarinda kiimelenmis olan goriintii ve
desenlerden hizli 6grenimlerle modern yapay zeka modellerinin gelistirilmesini saglamistir. 2024
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yilinda Nobel Fizik Odiiliinii paylasan bu iki bilim insaninin ¢ifir acan calismalari, yapay zeka
calismalarini devrimsel nitelikte degistirmis ve yeni nesillere ilham kaynag1 olmustur.

Hinton, yapay sinir aglarinin ¢ok biiyiik veri setleriyle beslenerek, sadece karmasik gorevlerin
basariyla tamamlayabilecegini degil ayn1 zamanda bunlarin tehlikelerini de calismalarinin basinda
fark eden az sayida bilim insanindan biridir. Kullanilan algoritmalar devasa kapasiteleriyle dogru
coziimler Uretmeyi siirdiirmektedir. Hinton bu basarisini istatistiksel oriintiilere, 6grenmeye,
sembolik islemeye ve optimizasyona dayandirmaktadir.

Evrisimsel sinir ag1 modellerinin islevselligi, geriye yayilim ile birden fazla sinir katmanini
istifleyerek giris verilerinden giderek daha soyut 6zellikler ¢ikartilabilmesidir (Krizhevsky vd., 2017).
Hinton, geleneksel evrisimsel sinir aglarinin bazi kisitlamalarini ¢d6ziimlemek tizere, diger bir ifade ile
nesneler arasindaki uzamsal hiyerarsileri ve bunlar arasindaki iliskileri hesaplarken evrisimsel aglarin
yetersizligine ¢6zliim olarak kapsiil aglarini tanimlamistir (Sabour vd., 2017).

Hopfield ve Hinton’'un sinir ag1 devrimi sadece Oriintii tanima alaninda degil ayn1 zamanda
bellek optimizasyonu gibi bilissel siirecleri de modellemeye yonelik ilk calismalardi. O yillardaki bu
kesifler, 6rnegin uzun kisa siireli bellek aglar1 ve kapili yinelemeli birimler, gecitli tekrarlayan birim
olarak adlandirilan modern aglar1 etkileyerek sinir aglarinin bugiinkii uygulamalarina temel
olusturmustur. Transformer mimarisi, kontrastl dil-imaj 6n egitimi, difiizyon modelleri yapay sinir
aglarinin yeniden canlandirdigi metodolojilerden sadece birkacidir.

Sanat diinyasinda sinir aglar1 gorsel, isitsel ve ¢cok modlu isler yaratir, bunlar1 doniistiiriir ve
diizenler. Pratikte sanatcilar gorsel, miizik ya da video kullanarak sifirdan tiretim yaparlar; fotograftan
resme ya da sesten stile aktarim ya da ¢eviri gergeklestirirler; istem yonlendirmeli ya da brush/ mask
yonlendirmeli interaktif kurgular ve kontroliinii saglar; bir stili, konuyu veya sesin 6grenilmesini
kisisellestirir estetik, kiimeleme, geri alma gibi kiiratorliik ve analizler gerceklestirir.

Derin Sinir Aglari, goriintii ve videolar halinde gorsel sanatlarda sentezleme ve diizenlemede
kullanilir. Bir fotograf referans alinan bir sanat eserinin "stiline", érnegin bir Monet tablosuna
doniisturilebilir. Bu eserler, Evrisimsel Sinir Aglariyla (Convolutional Neural Network) tanimlanmis
ozelliklerin algisal kayiplariyla birlikte eslestirilmis ya da eslestirilememis doniisiimleriyle tiretilir.
Gatys stil aktarimi (Gatys vd., 2016), Johnson ve Ulyanov hizli stil aktarimi (Johnson, vd., 2016;
Ulyanov, 2016), pix2pix (Isola vd., 2018) ve CycleGAN (Zhu vd., 2017) bu doniistiirme arag¢larinin
altyapisini olusturmustur. Bu araglarin kullanildig1 uygulamalar, illiistrasyon i¢in canl stilizasyon
kanallarinin olusturulmasi, veri kiimesi genelinde gorsel kimliklerin birlestirilmesi, canh
performanslar i¢cin gercek zamanl video stilizasyonlari verilebilir.

Yiiksek kalitede fotograflar Cekismeli Uretici Aglarla (Generative Adversial Networks) (Karras,
vd., 2021), goriintillerin ayr1 gizli 0gelere kodlanmasi1 Varyasyonel Otomatik Kodlayicilarla
(Variational Autoencoder) (Crowson, vd, 2022), metinden gorsel olusturan DALL-E uygulamalari
Otoregresif Donistiiriiciilerle (Autoregressive) Transformers) (Murahari vd., 2021) basariyla
tretilmektedir. Bu modeller, konsept tasariminda (kavramsal tasarim), referans/stil panolarinin
(moodboards) olusturulmasinda, senaryoda ya da kurguda hikdyenin temel duraklarinin (storybeats)
belirlenmesinde, gercekiistii kompozisyonlarin ve kolajlarin olusturulmasinda ya da fotograf
diizenleme alternatiflerinden biri olarak kullanilmaya devam etmektedir.

2. Refik Anadol’un Sinir Aglarini Eserlerine Uygulamasi

Refik Anadol'un eserlerindeki estetik, veriyle mekanin siirsel birlikteligine dayanir. Anadol
veriyi yalnizca bilgi degil, hissedilebilen bir malzeme olarak degerlendirir. Diger bir ifade ile Anadol,
makineyi hayal kurma motoru olarak diisiinerek veriyi mekansal bir siire doniistiiriir; veri heykeli ve
veri resimleme kavramlarini mimari 6lgekte kamusal deneyime tasir. Ziyaretci esere sadece bakmaz;
eseri gcevreleyen 151k, ses ve hareket alaninin icine girerek 6zneye doniisiir. Anadol’un eserleri analitik
olarak degerlendirildiginde veri ontolojisi, makine simiilasyonu ve medya-mimarlik tiggeninde siirekli
olarak bir devinim goriiliir. Teknik slireclerin isleyisiyle de veri duyusal bir deneyime doniisiir,
kamusal alg1 ortak mekanda gergeklesir. Boylece Anadol, bilgi odakli cagdas eserlerini algoritmik bir
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yapida iiretir. Bu tir eserler, veri etigi konusunda tartisma alanlar1 dogurmaktadir. Sanat¢inin egitim
verilerinin haklari ile ilgili kurumsal s6zlesmelere hassasiyeti bilinmektedir.

Anadol’'un eserlerinin tek bir kareden olusmayip siirekli doniisen akislar halinde olmasi
gercekligin akiskanlhigini vurgular. Gorsel-isitsel dokuya doniisen veri birbirinden farkl arsivler, beyin
dalgalari, meteoroloji kayitlar1 vb. bilgilerden olusur. Sanat¢1 eserlerini yaratirken ilk analitik adim
olarak 1sik-madde estetigini saglar. Eser, siirekli bir akisla tiretilmektedir. Gorsellestirilen verinin
sesle eslesmesi, cok duyulu algiy1 kurgulayarak bir sinestezi olusturur. Modelin ikinci analitik asamasi
makine 6grenmesi algoritmalariyla yapay bir diisiin ¢ikarimidir. Bu diisii gerceklestirebilmek icin
Uretici Cekismeli Aglar, Varyasyonel Otomatik Kodlayicilar ve Déniistiiriicii Tabanli Modellerin gizli
uzamlari kullanilir; béylece makinenin hayal giiclinii veren estetiklesmis, kullanilan verinin tamamen
degistigi eser ortaya ¢ikar. Makine 6grenmesi algoritmasiyla iiretilen eserin orijinal olmasi, verinin
islenmesi ve modelin egitimi ile ilgili etik sorunlar1 bu adimda dogurur ve yaraticilik tartisilir.
Anadol’'un eserlerini sadece kamusal alanlarda sergilemesi, sanatin1 gerceklestirme yaklasiminin
mimari odakl davranissal uzam adimidir. Anadol, ziyaretci davranisini performansinin bir pargasi
olarak sosyal dolasima sokar. Veri ontolojisinin ve arsiv estetiginin olusturulmasi makine 6grenmesi
algoritmalarinin bilimsel terminolojileriyle gergeklestirilir. Dijital doga, makine haliisinasyonlari
olusturabilir; boylece doga-kiiltiir ayrimi bulaniklasabilir. Yapay ekosistem ise beslenen veriyle
evrilecektir; enstalasyon yari-otonom bir gorsel yapi gibi islemesini stirdiirecektir.

Refik Anadol’'un eserlerini makine 6grenme algoritmalariyla gerceklestirmesinde Catalhdyiik
Arastirma Projesinin Stanford Universitesi ayaginin yéneticisi Ingiliz arkeolog lan Hodder ile
karsilasmasi doniim noktasidir (Hodder, 2025). Catalhdyilik Arastirma Projesinin 25 yil devam eden
arastirmalarinda ¢ikarilan 250.000 bulgunun 2,8 milyon veri kaydi gorsel olarak bir araya getirilmistir.
Bunlardan 1000'den fazla iliskisel veri tabani tablosu gorsel bir deneyime doéniistiiriilmiistiir.
Boylece, yapay zeka algoritmalari tilkemizde de resim sanatiyla biitiinlesmis, bazi sanat eserleri farkl
bakis acilarindan sergilenmeye baslamistir. Eserlerini pek ¢cok farkli iilkede sergileyen Anadol, her
sergisinde farkli bir ger¢ek diinya problemini ele almakta ve bu probleme ait varliklari kullanmaktadir.
Uygulama alanina 6zel olarak toplanan resim, video ve metinlerden olusan biiyiik veri setleri Anadol
ve calisma ekibi tarafindan tek tek islenmektedir. Bunlar daha sonra giincel derin 6grenme
modelleriyle egitilerek kamuya agik bir sergiye doniistiiriilmektedir (Anadol, 2025).

Catalhéyiik Sergisi Kasim 2017- Subat 2018 tarihleri arasinda Istanbul’da sergilenmistir.
Serginin kayitlari, UNESCO Diinya Miras1 Listesi'nde gerceklestirilen arkeolojik kazilar sirasinda
kesfedilen alanlara, 6gelere ve yapilara aittir. Catalhoytik arsivi, uzman ekipler tarafindan diizenlenmis
zengin bir dijital kaynaktir. Sergi kayitlar1 birbirine bagh milyonlarca veri par¢asindan olusmaktadir;
bunlar tablo kayitlari, giinliikler, resimler ve teknik raporlardir. Bu zengin veri seti ve aralarindaki
iliskiler makine 6grenimi algoritmalari ile siralanarak arkeoloji, sanat ve teknolojiyi asan stiriikleyici
bir AI Veri Heykeli enstalasyonuna doniismiistiir. Sergi arkeolojik baglamda, bu biiyiikliikte bir veri
kaynaginin sanatsal ve estetik bir cercevede kullanildig ilk 6rnektir.

Anadol’'un Mozart'in eserlerinin nota, ritim, tempo olarak seckisinin veri setini olusturdugu,
yapay zeka algoritmalariyla islenerek benzerliklere gore dizilimlerinin siraladig1 renkli gorsel bir
calismasi bulunmaktadir. Bir diger ¢alismasinda Anadol, Yesilcam'in 100’den fazla filminin ses ve
metinlerini, yani senaryolarini gorsellestirerek resim sanatini dinamiklestirmistir. Son projelerinden
olan Tiirkiye Biiyiik Doga Modeli ¢alismasi1 teknoloji ve sanatin uyumudur. Veri seti ekibi milli
parklarimizdaki zengin biyolojik ¢esitlilikleri islemektedir. Elle islenerek egitilmis olan bu veri setleri
arastirmacilar i¢in de degerli birer kaynak niteligindedir.

Refik Anadol sanatini icra ederken yapay zekanin ses, goriintii ve metin o6zelliklerini
kullanmaktadir. Glacier Dreams (NewlnZurich, 2025) isimli sergisini izlanda, Grénland ve
Antarktika’daki buzullara ait bu tipteki verileri kullanarak hazirlamistir. Anadol milyonlarca buzul
goriintlsiiyle siirsel deneyimler yaratmaktadir.  Glacier Dreams iklim degisikligi farkindaligin
artirmay1 ve Uretken yapay zeka alaninda etik veri toplama yontemlerini tesvik etmeyi amaclayan
disiplinler aras1 bir arastirma ve sanat projesidir. Miize i¢in 6zel olarak tasarlanan kiibik yapi,
disaridan bakildiginda heykel gériimiinde olmasina ragmen iceriden bakildiginda sonsuz siiriikleyici
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dijital oda olarak tasarlanmistir. Bu yapi, LED ekranlar ve aynalardan olusmaktadir. Anlik islenen veri
seti, cevrimici ve kurumsal arsivlerden 100 milyondan fazla gériintii ile birlikte izlanda, Grénland ve
Antarktika’daki buzullara ait 10 milyon gorselle hazirlanmistir. Anadol bu ¢alismasinda éncii bir yapay
zeka modeli kullanarak eserlerine koku duyusunu da eklemistir.

Anadol’'un (2025) erken donem mekana 6zgii projeksiyonlar1 2015 yilinda Infinity Room sergisi
ile baglar. Bu eserde, insani icine alan odada 151k ve sesin birlestigi gercek zamanl bir gorsellestirme
olarak algisal genisleme ve stireklilik 6n plandaydi. Ayni yil San Francisco’daki Virtual Depictions isimli
sergi, sehir yasantisinin dijital katmani olarak trafik, sosyal medya verisi gibi kamusal dinamikleri
algoritmik haritalama ile biiyiik 6lcekli LED duvarlara yansitmaktaydi. 2017 yilinda istanbul’da
Archive Dreaming isimli sergi ile kiimeleme ve benzerlik uzayinin kullanildigi makine 6grenimi
algoritmalar siiriikleyici bir ortamda etkilesimli bir arayliz sunmustur. 2018 yilinda Anadol eriyen,
¢oziilmekte olan anilar1 yansitan norobilimle sanatin kesistigi Melting Memories isimli projesinde
hafizayi, veri gorsellestirmeyi ve insan deneyimini kesfetmek iizere EEG verilerini kullandi ve anilarin
akiskanligini siirdiirdiigii formlar iretti. Anadol, 2019 yilindan itibaren yapay zeka tabanli makine
haliisinasyon serisi sergilerini kamu ile paylasmaya basladi. Bu sergilerde biiyiik veri setleriyle
cekismeli Uretici aglarin (Goodfellow ve digerleri, 2014) derin 6grenme gergeklestirdigi, 6zellikle ses
icin gercek zamanl kompozit tasarimlar olusturdu. Artechouse NYC, Space Dreams, Nature Dreams,
Bosphorus Data Sculpture, Unsupervised: MoMA insan algisinin sinirlarini makinenin riiya gérmesi
metaforuyla genislettigi sergilerinden 6rneklerdir. 2020 yilinda Melbourne Quantum Memories isimli
sergisini, dogaya iliskin cok biiylik 6lgekli goriintii arsivleriyle, bunlarin olasi alternatif hallerinin
kuantum belirsizligini yansittigi  bir estetikte diizenledi; kuantum giiriilti modellerinden aldig1
kavramsal ilhami, ¢ekismeli iiretici derin 6grenme algoritmasiyla isleyerek sesin tasarimini 8K LED
ekranda gergeklestirdi.

Anadol’'un Biiyilk Doga Modeli projesi ii¢ etkilesim modundan olusmaktadir. Arastirma
modunda ekosistemler ayrintili olarak incelenmekte, gercek zamanl hava durumu simiilasyonlari
gerceklestirilmekte ve cevresel verilerle etkilesim kurulabilmektedir. Olusturma modunda metin
istemlerine dayali olarak flora, fauna ve mantarlarin gortintiileri bilimsel olarak liretilmektedir. Hayal
modunda ise gelisen manzaralar, gorseller ve doga sesleri arasinda meditatif bir yolculuk sunulmakta;
sakinlik ve baglanti i¢in bir alan yaratilmaktadir. Calismalar1 devam etmekte olan Biiyiik Doga
Modelinde tiim bu modlarin islevselligi icin, karmasik bir yapay zeka sistemi olarak, Google ve NVIDIA
ekibinden biiyiik destek alinmaktadir. Sistemde dortten fazla biiyiik dil modeli ayni anda ziyaretgileri
dinlemekte, ziyaretcilerle konusmakta, paylasim yapmakta, internette arama yapmakta ve sorulan
sorular1 derinlestirmektedir.

Refik Anadol’'un sanata yonelik yapay zeka kullanimi dogal dil islemenin de destegiyle dijital
sanatta verinin seffaflig1 ve siirselligini, kamusal alanda sanaty, kiiltiirel miras ve etik yapay zeka
kullanimini, dogay1 yapay zeka ile korumay1 hedeflemektedir. Anadol sanatinda veriyi yalnizca bilgi
degil, ayn1 zamanda bir hatira ve estetik malzeme olarak ta gérmektedir. Farkli veri setleri ve
algoritmalar1 kullanarak sanat eserlerini yaratirken, érnegin Istanbul’un kiiltiirel dokusundan ve
bogazin suyundan ilham almaktadir. Bu, Anadol’'un veriyi topluma ulastirmada bir estetik bicime
donlistiirme ¢abasidir. Ayrica, dijital sanati genis kitlelere ulastirma vizyonuyla sergilerini miize ve
galerilerden sokaklara yani kamusal alanlara tasimaktadir. Boylece, sanatinin kamusal alanda ¢cok
daha fazla insan tarafindan deneyimlenmesini  saglamaktadir. Ozellikle, binalarin veya dogal
ortamlarin verilerle hayal kurabilmesi fikri, sanat ve teknolojiyi inovatif olarak bir araya
getirmektedir. Anadol, Tiirkiye ve diinyanin farkl kiiltiirlerinden topladigi verileri dijital olarak resim
sanatina donistiirerek kiiltlirel miras1 koruma ve gelecege tasimayl da amaglamaktadir. Ayrica
UNICEF ile yaptig1 projelerde de yapay zekanin etik ve toplumsal fayda odakli kullanimina dikkat
cekmektedir. Bu alanlarda, ¢ocuklarin zihinsel gelisimi ile ilgili verileri sanata doniistiirerek 6nemli bir
farkindalik yaratmaktadir.

Sonug olarak Refik Anadol eserlerinde yeni medya sanatini, makine dgrenimini ve dis cevreyle
olan tiim iletisimlerini birlikte kullanmaktadir. Titizlikle islenmis veri setlerini yapay zeka tabanl
duyusal anlatilara dontistiirerek gorsel-isitsel ve etkileyici sanat eserleri yaratmaktadir. Ayrica,
kamuya a¢ik tiim sergilerinde, iiretken yapay zeka alaninda etik veri toplama yontemlerinin
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kullanilmasini da tesvik etmektedir.
C. SONUCLAR VE DEGERLENDIRMELER

Bu calismada, Geoffrey Hinton ve Refik Anadol'un yapay zeka alanindaki katkilari incelenerek,
bilim ve sanat arasindaki etkilesimler degerlendirilmistir. Hinton'in, derin 6grenme ve yapay sinir
aglar1 konusunda tanimladigi yontemler, farkli disiplinlerdeki uygulamalarin temel yapi tasim
olusturmaktadir. Calismanin “Geoffrey Hinton'in yapay sinir ag1 algoritmalarina yaptig1 bilimsel
katkilar, Refik Anadol'un yapay zeka odakli sanatini estetik ve islevsel olarak nasil sekillendirmistir?"
seklindeki arastirma sorusu, Hinton ve Anadol'un ¢alismalarinin birbirini nasil etkiledigini ve bu
etkilesimin sanat ve bilim alanindaki yansimalarini kesfetmeyi amagclar. Bu baglamda énce Hinton’un
bilime yaptig1 katkilarin ve Anadol’'un uygulamalarinin degerlendirme sonuglar1 6zetlenecek; daha
sonra her iki alana iliskin karsilastirmali bir analiz yapilacaktir.

Hinton'un sinir aglari1 ¢alismalarini insan beyninin isleyisine benzer yapilarla tasarlamasi,
bilissel bilimlerin ndérobilimle olan iliskisini giiclendirmistir. Hinton'un gelistirdigi geri yayilim
teknigiyle ¢cok katmanli sinir aglarinin egitimi gerceklesmistir. Bu yenilik, derin 6grenmenin modern
uygulamalariyla karmagik verilerin islenmesini miimkiin kilmistir. Ogrenme siireclerinin sinir
aglariyla optimizasyonu, uygulanan modelin dogrulugunu da artirmistir. Derin 6grenmeye genis bir
uygulama yelpazesi saglayan bu calismalarla goriintii isleme, dogal dil isleme ve ses tanima
uygulamalarinda 6nemli gelismeler kaydedilmistir. Sonu¢ olarak; bilissel silireclerin matematiksel
modellemeleriyle Hinton'un giinlimiiz diinyasina yaptig1 biiyiik katki kesinlikle yadsinamaz.

Refik Anadol'un ¢alismalari, resim sanatinda yapay zekanin ve derin 6grenmenin dontistiiriicii
etkisini gostermektedir. BoOylece Anadol geleneksel resim sanatini modern teknolojilerle
birlestirmistir. Eserlerinde kullandig1 sinir aglar1 ve derin 6grenme teknikleri, gorsel sanatlarin
sinirlarini genisleterek yeni ifade bigimleri dogurmustur. Anadol, biiyiik veri setleriyle gorsel ve isitsel
deneyimlerin yaratilmasinda yenilik¢i yaklasimlar gelistirerek resim sanatinin ifade bicimlerini
zenginlestirmistir. Anadol eserlerinde veriyi bilgi olarak isledigi gibi estetik bir malzeme olarak ta
degerlendirmektedir. Bu yaklasimla sanatin dogasini dijitallesmekte ve ziyaretcilere yepyeni bir
deneyim sunmaktadir. Ozetle; veri ontolojisi ve estetik arasindaki iliski sorgulanarak sanat veriyle
sekillendirilmekte, bunun estetik deneyim iizerindeki etkileri arastirilarak yeni teorik yapilar
gelistirilmektedir.

Hinton ve Anadol’'un ¢alismalarinin karsilastirmali analizi Giris Boliimiinde belirlenen fig
hipotez baglaminda yapilmaktadir. Refik Anadol'un yapay zeka odakli calismalari, Hinton'un yapay
sinir aglarina yaptigr bilimsel katkinin resim sanatinda somutlastirilmasidir. Anadol, Hinton'un
gelistirdigi algoritmalar1 kullanarak biiylik veri setlerini gorsellestirirken, bu verileri estetik bir
deneyime doniistiirmektedir. Hinton'un teorik ¢ercevesi, Anadol’'un sanat eserlerinde kullanilan derin
6grenme modellerinin temelini olusturmakta ve bu iki alan arasindaki etkilesimi derinlestirmektedir.
Her iki calisma alaninin farkli hedefler dogrultusunda benzer teknikleri kullanarak modelin temel
isleyisini algilayabilmesi, uygulamalardaki yorumlanabilirligin farkliligidir. Veri, model ve betimleme
teknikleri iki yaklasim icin de ortaktir; ancak hedefler ve degerlendirme normlar: estetik ve islevsel
ayrismayi olusturur.

Hinton ve Anadol'un ¢alismalari, yapay zeka ve sanatin birlesiminin ¢ok disiplinli bir etki
yarattigini ortaya koymaktadir. Bu da yapay zeka uygulamalarinin resim sanatinda kullanilmasina
iliskin farkl bir bakis a¢is1 sunmaktadir. Anadol'un resim sanatina getirdigi yenilikler hem bilimsel
teorilerle etkilesimi vurgulamakta hem de literatiire yeni perspektifler kazandirmaktadir. Ozet olarak
Hinton ve Anadol'un ¢alismalari, yapay zeka ve sanat arasindaki iliskiyi derinlestirmistir.

1. Giiniimiizdeki ve Gelecek Calismalar i¢in Oneriler

Etik ve toplumsal tartismalar yapay zekanin etik boyutlarinin giiniimiizde de yogun olarak
incelenmesini gerektirmektedir. insan seviyesinde diisiinme yetenegine sahip bir genel yapay zekanin
yaratilmasi durumunda (Latapie vd., 2021; Bubeck vd., 2023) karsilasilabilecek tehlikelerden endise
duymak kac¢inilmazdir. Zira bagimsiz karar alma yetenegiyle yapay genel zeka insanlik icin potansiyel
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bir tehdit olusturabilir. Bu nedenle de gittikce yogunlasilan yapay genel zeka ¢alismalarinda siki bir
etik denetime ve regiilasyonlara olan gereksinim giderek artmaktadir. Yapay genel zekanin yalnizca
insanligin yararina kullanilabilecek sekilde programlanmasi, giivenlik risklerini en aza indirmek i¢in
onemli bir adim olacaktir. Hinton, insan seviyesinde genel zekaya sahip sistemlerin pek cok alanda
disiiniilenden daha kisa bir zaman diliminde ortaya c¢ikabilecegine, dikkatli bir sekilde yonetilmedigi
takdirde ciddi toplumsal ve varolussal riskler yaratabilecegine inanmaktadir. Yapay zeka motorlarina
bilin¢ yiikleyebilmek miimkiin olmamasina ragmen, kullanilan algoritmalarin gelismis kapasiteleriyle
anlaml yanitlar vermeyi siirdiirmektedirler. Bu alandaki calismalar teknolojik olarak 6nemli
ilerlemeler kaydetmis olmasina ragmen problemler devam etmektedir. Yapay zekanin kiiresel
sorunlart ¢d6zme ve diinya oOlceginde insan hayatinin iyilestirilmesi yoniinde evrilmesi, insani
degerlerle uyumlu inovasyon calismalari ve toplumlarin refahindaki iyilestirmelere baghdir. Oysa
insan zekasi ¢ok boyutludur; hayal giicii, muhakeme, duygusal zeka ve bilin¢ten yararlanir. Akill bir
sistem gordiigli nesneleri listeleyebilir veya bir videodaki eylemleri tanimlayabilir; ama comertlik,
fedakarlik veya ihanet gibi derin anlamlar: ve temalar1 kavrayamaz. Ayrica akilli bir sistem yasanmis
deneyime sahip olmadig1 i¢in duygular: gercek anlamda deneyimleyemez veya karar alma stireclerini
uygulayamaz. Sonug olarak, yapay zeka hayal kuramaz; ayrica disiplinler arasi yaraticiliktan da
yoksundur. Bu 6zelliklere sahip olan insan ise, yapay zekadan yararlanarak yeni i¢goriiler ortaya
koymaktadir.

Diger taraftan Hinton'un yapay zeka ve derin 6grenme uygulamalari, egitim alaninda yeni
O0gretim yontemlerinin gelistirilmesine katkida bulunabilir. Hinton'un algoritmalari, egitimde
karmasik problemleri ¢6zme becerilerinin gelistirilmesinde kullanilabilir. Bu, 6grencilerin analitik
diisiinme yeteneklerini artirabilir. Sanat alanindaki yapay zeka uygulamalari, yapay zeka araglari ve
tekniklerine entegre edilerek, 6grencilere daha yenilik¢i ve etkilesimli 68renme deneyimleri
sunulabilir.

Anadol, yapay genel zekanin istiinliigii ile ilgili 6ngériilerde bulunmaz. Yapay genel zekayi
gorsel, isitsel, mekansal, hatta koku-1sik gibi duyusal boyutlara yayar; eserlerini ¢ok duyulu ve veri
merkezli olarak tanimlar. Yapay zekay1 sanat¢inin estetik arayislarini genisleten yaratici bir yol
gosterici olarak konumlandirir. Anadol'un modelleri, veri uzayinda degisen baglantilar kurarak
alternatif estetik akislar tliretir. Veri setleri kolektif bir hafiza olusturarak riiyalari, stireklilik ve yenilik
arasinda estetik bir akisla liretir. Anadol’'un ¢alismalarinin genel yapisi farkl platformlar arasindaki
kavramsal tutarlilik ve duyusal biitiinliiglin saglanabilmesidir. Anadol insan1 merkeze koyar ve
hedefini otonom bir makine sanat¢isindan ziyade insan-makine iletisiminin ortak iiretimi olarak
tanimlar. Anadol i¢in etik ve ekolojik sorumluluk ta birinci derecede 6nceliklidir. Veri toplamada ve
islemede, izin ve mahremiyet konusunda son derece duyarhdir.

Hinton ve Anadol’un eserleri, gelecekteki ¢alismalara ¢ok yonlii etkiler yaparak, yapay zekayla
sanatsal uygulamalarin gelisimine katkida bulunabilir. Yapay zeka ve sanatin entegrasyonu yeni
yaratici slrecler sunarak, geleneksel sanat formlarinin 6tesine gegilebilir; yapay zeka teknikleri
kullanilarak daha yenilikei ve etkilesimli eserler yaratilabilir. Hinton'un teorik katkilari, sanatcilarla
bilim insanlar1 arasinda is birligini artirabilir. Bilim ve sanat kapsamli arastirmalarla bulusarak veri
odakli sanat ¢ok disiplinli projelerle zenginlesebilir. Biiyiik veri setlerinin analizleriyle sanatgilar
estetik deneyimlerini artiran yeni yontemler gelistirebilirler. Ayrica ziyaretcilere ¢ok duyulu
deneyimler sunularak, sanatin algilanma bicimi degistirilebilir. Sanatsal projelerde ziyaretgi etkilesimi
arttirillarak gelecekte sanatin toplumsal etkileri gii¢lendirilebilir.
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