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Kalp hastaliklari, diinya ¢apinda énde gelen éliim nedenlerinden biri
olup, erken teshis ve dogru tedavi planlamasi hastalarin yasam kalitesi
ve hayatta kalma oranlari agisindan kritik dneme sahiptir. Bu calisma
ile makine dgrenmesi algoritmalarinin kalp hastaligi teshisindeki
performansinin Weka platformunda kapsamli bicimde incelenmesi
amaglanmaktadir. Veri madenciligi yéntemleri kullanilarak elde edilen
veri seti lizerinde; regresyon, siniflandirma ve kiimeleme algoritmalari
uygulanmis, ardindan kesinlik, hassasiyet ve F-skoru gibi performans
olciitleriyle  degerlendirilmistir. ~ Bulgular,  incelenen  ¢esitli
algoritmalarin kalp hastaligi teshisinde basart sagladigini ortaya
koymaktadir. Elde edilen sonuglar, hem saglik profesyonelleri hem de
arastirmacilar icin makine 6grenmesi tekniklerinin kalp hastaligi
teshisine uygulanmasi konusunda yol gésterici niteliktedir ve hasta
teshis stireclerinin iyilestirilmesine katki sunmaktadir.

Anahtar Kkelimeler: Weka, Makine 0grenmesi algoritmalari,
Performans analizi, Veri analizi.

Abstract

Heart diseases are one of the leading causes of death worldwide, and
early diagnosis and proper treatment planning are critical for patients’
quality of life and survival rates. This study aims to comprehensively
investigate the performance of machine learning algorithms in heart
disease diagnosis on the Weka platform. Regression, classification and
clustering algorithms were applied on the data set obtained using data
mining methods, and then evaluated with performance measures such
as precision, accuracy and F-score. The findings reveal that the various
algorithms examined provide success in the diagnosis of heart disease.
The obtained results provide guidance for both healthcare professionals
and researchers on the application of machine learning techniques to
heart disease diagnosis and contribute to the improvement of patient
diagnosis processes.

Keywords: Weka, Machine learning algorithms, Performance
analysis, Data analysis.

1 Giris

Kalp hastaliklari, diinya genelinde saglik sorunlar1 arasinda
onde gelen o6liim nedenlerinden biridir. Erken teshisin,
hastalarin tedaviye baslama siirecini hizlandirarak, yasam
kalitesini artirabilecegi goz 6niine alindiginda, kalp hastaliginin
teshisi icin etkili yontemlerin gelistirilmesi de oldukea
o6nemlidir. Doktorlarin mesleki tecriibesine ve simirli tam
testlerine baglh olarak c¢esitlenen geleneksel tani yontemleri ile
hastaliklarin erken dénemde fark edilip 6nlem alinmasi kimi
zaman zor olmaktadir. Ancak son yillarda makine 6grenmesi
alaninda yapilan ¢alismalar sayesinde saglik alaninda da daha
sistematik ve verilere dayali bir yaklasimin getirilmesi
saglanmaktadir. Bdylece teshis siireclerinde  6nemli
iyilestirmeler ortaya ¢ikmaktadir. Cesitli hasta verilerinden
elde edilen kapsamli bilgiler ile makine 6grenmesi
algoritmalar1  kullanilarak  karar destek sistemlerinin
olusturulmas1 saglanmaktadir. Ayrica siniflandirma ve
kiimeleme yontemleri ile hastaliklarin cesitli risk gruplar
belirlenerek, uygun saglik stratejilerinin 6nerilmesine katki
saglanmaktadir.

*Yazisilan yazar/Corresponding author

Kalp en hayati organlarin basinda gelir. Kalpte ve kan
damarlarinda meydana gelen sorunlar, koroner kalp hastaligy,
kalp yetmezligi, beyin damar hastaliklari, romatizmal kalp
hastaligi, hipertansiyon, aritmiler gibi baska bir¢ok hastaliga
neden olur. Ancak bazi kisiler, bu risk faktorlerinin farkinda
olmadigindan erken miidahale sansini kagirabilmektedir. Bu
kisiler, hastanelerde ge¢ veya eksik tedavi alarak hastaligin
ilerlemesine ya da erken dliimlere maruz kalabilmektedir [1].
Erken teshis, bu hastaliklarin etkilerini hafifletmek ve
hastalarin yasam siiresini uzatmak acisindan kritik 6neme
sahiptir [2].

Makine 6grenmesi yontemleri, saglik sektdriinde veri analizi ve
hastaliklarin teshisi ve karmasik problemlerin ¢6ziimii i¢in
oldukga yaygin kullanilan bir arag¢ haline gelmistir. Bu teknikler,
biiyiik veri setlerini analiz etme ve problemleri ¢ézmede
etkindir [3]-[5]. Weka, lcretsiz ve agik kaynakli bir veri
madenciligi yazilim aracit olup iceriginde pek ¢ok makine
6grenmesi algoritmasi bulundurmaktadir [6],[7]. Bu tiir veri
madenciligi araclari, arastirmacilara ve saghk
profesyonellerine veri analizi ve makine 6grenmesi
algoritmalarini uygulamak icin kullanish bir platform sunar [8].
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Kalp Hastaliklarinin cesitli makine 6grenme algoritmalari ile
tahmin edilmesi bir¢ok yazarin ilgisini ¢ekmis ve literatiire cok
sayilda yayinla katkida bulunmuslardir. Bunlardan bazilar1 su
sekilde siralanabilir.

Cosar ve Deniz, Lojistik Regresyon, kNN ve Rasgele Orman
algoritmalarini kullanilarak érnek bir model olusturulmus ve
kalp rahatsizlig1 olan bireyleri tespit etmeye calismislardir [9].

Mohan ve dig., Destek Vektér Makineleri, Rastgele Orman,
Ornek Ogrenme gibi makine 6grenmesi algoritmalarini
kullanarak, F-skoru, hassasiyet ve ozgiilliik gibi metriklerle
kalp hastaligini tespit etmede en yiliksek dogruluk oranina
ulasmaya c¢alismislardir. Elde ettikleri tutarli sonuglar ile
onerdikleri yaklasimlar1 agirlikli olarak kuramsal modeller ve
simiilasyonlar kapsaminda degerlendirmektedirler [10].

Dipto ve dig., koroner arter hastaliginin tahmini i¢in Destek
Vektér Makinesi (SVM), Yapay Sinir Aglar1 ve Lojistik
Regresyon  algoritmalarini  sentetik  veri  ireterek
kullanmislardir. Calismalarinda, Destek Vektdor Makinesi
modelinin en yliksek dogruluga sahip oldugunu ve sentetik veri
kullanarak sonuclarda iyilesme yapilabilecegini belirtmislerdir.
Bulgular, SVM'nin performansinin daha iyi oldugunu ve belirli
bir test oraniyla genellenebilecegini gostermektedir. Lojistik
regresyon ise biiyiik veri izerinde en iyi performansi vermistir
[11].

Kim ve Kang, KNHANES V veri setinden elde edilen verileri
kullanarak Yapay Sinir Aglar1 tabanli koroner kalp hastalig
tahmini izerinde calismistir. Analizde C4.5 Karar Agaci ve K-En
Yakin Komsu (kNN) yontemi %82.5 dogruluk saglamistir [12].
Mohamed ve Alj, siniflandirma algoritmalarini Weka platformu
tizerinde kullanarak kalp hastaligi tahmini igin Oneriler
sunmugslardir [13]. Sen, calismasinda Bayes agini, destek vektor
makineleri, C4.5 karar agaci ve k-en yakin komsu
algoritmalarinin performanslarini kalp hastaligi teshisi igin
karsilagtirmisdir [14].

Bu ¢alismada ise ti¢ farkl kategori altinda ele alinan makine
O0grenmesi algoritmalarinin  Weka platformunda, kalp
hastaliklarini teshis etme yetenegi incelenerek, performanslari
karsilastirilacak ve boylelikle saghk profesyonellerine yeni
¢oziimler sunma imkani ortaya ¢ikacaktir.

2 Veri seti ve metodoloji

Kardiyovaskiiler hastaliklar diinya ¢apinda 6lim oranlarini
Onemli dl¢lide artiran saglik sorunlarinin basinda gelmektedir.
Yilda yaklasik 17.9 milyon 6liimiin nedeni olarak kabul edilir ve
diinya genelinde 6liimlerin yaklasik %31’ine tekabiil eder. Bu
Olimlerin biiyitk bir kismi, kalp krizi ve felg gibi
kardiyovaskiiler olaylardan kaynaklanmaktadir. Bu tiir
olimlerin tgte biri ise 70 yasin altindaki bireylerde
gorilmektedir [2]. Kalp yetmezligi, kardiyovaskiiler
hastaliklarin yaygin bir sonucu olarak 6ne ¢ikar ve bu nedenle
erken teshis ve miidahale gerekmektedir.

Bu calismada, KAGGLE iizerinden agik erisimle sunulan “Heart
Failure Prediction Dataset” veri seti ele alinmistir. Bu veri seti,
farkli kaynaklardan elde edilen ve daha 6nce birlestirilmemis
bes farkli kalp veri setinin birlestirilmesiyle olusturulmustur.
Bu birlestirme sonucunda toplamda 1190 farkli gozlem elde
edilmis ve bu gozlemler incelendikten sonra 272’si veri
setinden eleme yoluyla ¢ikartilarak toplamda 918 veriyi iceren
biiyiik bir veri seti elde edilmistir [15]. Bu veri seti, 11 farklh
Ozniteligi icermektedir. Bu 0znitelikler; yas, cinsiyet, gogis
agrisi tipi, dinlenme kan basinci, kolesterol seviyesi, aclik kan

sekeri, istirahat elektrokardiyogram sonuglari, maksimum kalp
atis hizi, egzersize bagl anjina, ST segment depresyonu ve ST
egiminin yonidiir. Tablo 1'de veri setinde yer alan 6znitelikler,
tanimlamalar ve 0Ozniteliklerin niimerik-nominal degerleri
verilmistir.

Tablo 1. Veri seti 6zellikleri.

Table 1. Data set characteristics.

Oznitelik Tanimlama Niimerik-Nominal
Age Yas 25<gen¢g<49
50 < ortayas < 64
65 < yash
Sex Cinsiyet 1=erkek, 0=kadin
Chest Pain Gogiis Agrisi Turi TA-1, ATA-2,
Type NAP-3, ASY-4
Resting BP Dinlenme Kan 0 < digik < 109
Basinci 110 < normal < 130

131 < yiiksek

0 < normal < 230
231 < yiiksek

Cholesterol Serum Kolesterolii

Fasting BS Acglik Kan Sekeri 0 <normal <120
121 < yiiksek
Resting ECG istirahat EKG Normal-1,
Sonuglar1 ST-2,
LVH-3
MaxHR Maks. Kalp Atis 0 < diistik< 70
Hiz1 71 <normal < 120
121 < yiiksek
Exercise Egzersize Bagli Y=1
Angina Anjina N=0
Oldpeak ST Segment -5 < disiik< 1.5
Depresyonu 1.5 <normal < 3
3.1 < yuksek
ST_Slope ST Egiminin Yoni Up(yukarn)-1

Flat(yatay)-2
Down(asagi)-3
1 = kalp hastas1

0 = saglikh

Heart Disease Hastalik Sinifi

Sekil 1, veri setinde yer alan gesitli 6zniteliklere dayal olarak
sagliklh ve kalp hastast bireylerin smiflandirilmasin
gostermektedir. Mavi renk saglikli bireyleri, pembe renk ise
kalp hastasi bireyleri temsil etmektedir.

Sekil 1 incelendiginde, geng bireylerde saglikli birey oraninin
kalp hastasi bireylere gore daha yiiksek oldugu goriilmektedir.
Bununla birlikte, orta yash ve yaslh bireylerde kalp hastaligina
sahip olanlarin oraninin saglikli bireylere gore daha yiiksek
oldugu dikkat cekmektedir.

Cinsiyet bazinda, erkek bireylerde kalp hastasi bireylerin
oraninin saghikli bireylere goére daha yiiksek oldugu
gozlemlenirken, kadin bireylerde saghkli bireylerin oraninin
kalp hastaligina sahip bireylere gore daha yiiksek oldugu
belirlenmektedir. Bu cinsiyet bazl farkliliklar, kalp hastaliginin
cinsiyetle iliskilendirilmis olabilecegine dair 6nemli bir gozlemi
ortaya koymaktadir. Ayrica goégiis agris1 tiirlerine gore
incelendiginde, TA ve ATA gogiis agrisi tiiriine sahip bireylerde
saglikli birey oraninin kalp hastasi bireylere gore daha yliksek
oldugu goriilmektedir. NAP goglis agris1 tiirtine sahip
bireylerde ise kalp hastasi olanlarin oraniin saglikl bireylere
gore daha yiiksek oldugu saptanmistir.

Dinlenme kan basinct ve kolesterol diizeyi acisindan
incelendiginde, diisiik dinlenme kan basincina sahip bireylerde
kalp hastasi olanlarin oraninin saglikli bireylere gore daha
yliksek oldugu goriilmekte, ancak normal dinlenme kan
basincina sahip bireylerde durumun tersine oldugu
gozlemlenmektedir.
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Ozniteliklerin Grafigi
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Sekil 1. Tiim 6zniteliklerin gorsellestirilmesi.

Figure 1. Visualization of all attributes.

Benzer sekilde, kolesterolii normal olan bireylerde saglikli
birey oraninin kalp hastasi bireylere gore daha yiiksek oldugu,
ylksek kolesterol diizeyine sahip bireylerde ise kalp hastasi
olanlarin oraninin daha yiiksek oldugu tespit edilmektedir.
Aclik kan sekeri normal olan bireylerde saglikli bireylerin
oraninin kalp hastas1 bireylere gore daha yiiksek oldugu
goriilmekte ancak achk kan sekeri yiiksek olan bireylerde
durumun tersine oldugu gozlenmektedir. Istirahat EKG
sonuglarl normal, ST ve LVH olan bireylerde saglikli birey
oraninin kalp hastasi bireylere gore daha yiliksek oldugu
goriilmektedir.

Maksimum Kkalp atis hizi diisiik olan bireylerde saghkl
bireylerin oraninin kalp hastasi bireylere gore yiiksek oldugu,
maksimum kalp atis hiz1 normal ve yiiksek olan bireylerde ise
kalp hastasi bireylerin oraninin saglikli bireylere gore yiiksek
oldugu tespit edilmistir. Egzersize baghh anjinasi olmayan
bireylerde saglikli bireylerin oraninin kalp hastasi bireylere
gore yliksek oldugu, egzersize bagh anjinasi olan bireylerde ise
kalp hastasi bireylerin oraninin saglikli bireylere gore yiiksek
oldugu saptanmistir. ST segment depresyon degeri diisiik olan
bireylerde saglikli bireylerin oraninin kalp hastasi bireylere
gore yliksek oldugu, ST segment depresyon degeri normal ve
yliksek olan bireylerde ise kalp hastasi bireylerin oraninin
saglikli bireylere gore yiiksek oldugu belirlenmistir. ST
egiminin yonii yukar:1 olan bireylerde saglikli birey oraninin
kalp hastas1 bireylere gore yiiksek oldugu gorilmektedir.
Ancak, ST egiminin yonii yatay ve asag1 yonlii olan bireylerde
kalp hastas1 bireylerin oraninin saglikli bireylere gére daha
ylksek oldugu tespit edilmistir.

Genel olarak, Sekil 1’de yer alan bu analiz, farkl yas gruplari,
cinsiyet, gogiis agrisi tipleri, dinlenme kan basinci, kolesterol
diizeyleri, aclik kan sekeri, istirahat EKG sonuglari, maksimum
kalp atis hizi, egzersize bagl anjina, depresyon degerleri ve ST
egimi gibi  Ozniteliklerin kalp hastaligt ile nasil
iliskilendirilebilecegi konusunda degerli bir katki sunmaktadir.
Bu ¢alismanin temel amaci, ele alinan bu genis veri seti izerine
Weka  platformunda uygulanan makine  6grenmesi
algoritmalariyla kalp hastaligi riskini tahmin etmektir. Bu veri
setinin kullanimi, kardiyovaskiiler hastalig1 olan veya yliksek
risk tasiyan bireylerin erken teshis edilmesi i¢cin 6nemlidir. Bu
hastalar genellikle hipertansiyon, diyabet, hiperlipidemi veya
onceden belirlenmis hastalik gibi risk faktdrlerine sahiptirler.

Bu nedenle, veri madenciligi ve yapay zeka tekniklerinin
kullanilmasi, bu hastaliklar1 erken teshis etmek ve uygun
tedaviye baslamak i¢in 6nemli bir aractir.

21 Weka platformu ve
algoritmalari

makine  6grenmesi

Bu c¢alismada kalp hastaligi teshisinde Weka yaziliminin
sundugu makine 6grenmesi algoritmalar1 kullanarak etkili bir
analiz gergeklestirilmistir. Weka, Waikato Universitesi'nde
gelistirilen ve “Waikato Environment for Knowledge Analysis”
kelimelerinin bas harflerinden olusan bir yazilimdir.
Giinlimiizde yaygin olarak kullanilan bir dizi makine 6grenmesi
algoritmasini igerir ve kendi igerisinde arff uzantisi destegiyle
birlikte gelir [16].

Kalp hastalig1 teshisinde, makine 6grenmesi algoritmalarindan,
regresyon, siniflandirma ve kiimeleme algoritmalar
kullanilarak bu algoritmalarin ayrintili sekilde degerlendirmesi
bu boélimde yapilmistir. Bu algoritmalar arasinda lineer
regresyon, M5P, LibSVM, IBK, BM ve X-Means yer almaktadir.
Her bir algoritmanin basar1 oranlari, bireylerin kalp hastasi
olup olmadigini tahmin etme yeteneklerini degerlendirmek i¢in
kullanilmistir. Veri setinde bulunan 6znitelikler, kullanilan
algoritma tlirline gore niimerik veya nominal olarak
diizenlenmistir. Bu diizenleme, algoritmalarin dogru bir sekilde
caligabilmesi icin &nemlidir. Ozellikle, regresyon ve
simiflandirma algoritmalar1 igcin &zniteliklerin dogru tiirde
diizenlenmesi, analizin dogrulugunu etkileyen kritik bir
faktordiir [9,15].

Veri setindeki bireylerin kalp hastasi ya da saglikli oldugunun
tahmininde kullanilan algoritmalarin basari oranlari, analizin
giivenilirligini degerlendirmek amaciyla karsilastirilmistir. Bu
karsilastirma, Weka yaziliminin sagladigi genis algoritma
yelpazesi icinde en etkili yontemin belirlenmesini
hedeflemektedir. Algoritmalarin se¢imi ve performans
degerlendirmesi gibi adimlar bu ¢alismada kalp hastaligi riskini
degerlendirmek ve hastaligin erken teshisi icin giiclii bir
analitik temel olusturmak ag¢isindan olduk¢a 6nemlidir. B6liim
2.1.1, Bolim 2.1.2 ve Boliim 2.1.3’te, veri setine uygulanacak
regresyon, siniflandirma ve kiimeleme algoritmalarindan
bahsedilecektir. Bu alt béliimlerde verilecek tablolarda gegen
performans ol¢litlerinin agiklamalar: Boliim 4’te detayli olarak
ele alinacaktir.
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2.1.1 Regresyon algoritmalar

Regresyon, bagimli degiskenlerle bagimsiz degiskenler
arasindaki iligkiyi analiz etmek ve bu iligkiyi kullanarak bagiml
degiskenin tahminini yapmak icin kullanilan bir makine
o6grenmesi yaklasimidir. Bu kisimda, ele alinan veri setindeki
cesitli 6znitelikler ile kalp hastalig1 riskini tahmin etmek i¢in
kullandigimiz regresyon algoritmalarinin temel prensipleri
aciklanmistir. Bu algoritmalardan lineer regresyon, basit ve
anlasilir bir modelleme saglarken, M5P algoritmasi veri
setindeki daha karmagsik iligkileri ele alir. Regresyon
algoritmalar1 ¢alismanin temel analitik araclaridir ve her
birinin performansi, kalp hastaligt riski tahminindeki
etkinlikleri agisindan degerlendirilmistir [17].

2.1.1.1 Lineer regresyon algoritmasi

Lineer regresyon, bagimli degiskenle bagimsiz degisken
arasindaki dogrusal iliskiyi temsil eden bir dogru denklemi
olusturarak, bagimhi degiskeni tahmin etme problemini
modelleyen bir regresyon yontemidir.

Bu algoritma, veri setinin niimerik olarak diizenlenmis
oznitelikleri ile kalp hastaligi riski arasindaki lineer iliskiyi
analiz eder. Tablo 2’de lineer regresyon modeli icin 10 kat
capraz dogrulama test parametreleri gosterilmektedir.

Tablo 2. Lineer regresyon modeli 10 kat ¢apraz dogrulama

parametreleri.
Table 2. Linear regression model 10-fold cross validation
parameters.
Parametre Deger
Siiflandiricr weka.classifiers.functions.LinearRegression
-S 0 -R 1.0E-8 -num-decimal-places 4
fliski heart (3)-niimerik
Ornek Sayis1 918
Oznitelik 11
say1sl

Yas, Cinsiyet, Gogiis Agris1 Tiirti, Dinlenme
Kan Basinci, Kolesterol, A¢hk Kan Sekeri,

Oznitelikler  istirahat EKG Sonuglari, Maksimum Kalp Atis
Hizi, Egzersiz Bagll Anjina, ST segment
depresyonu, ST egiminin yonii

Tablo 3’te lineer regresyon modeli 6znitelikleri ve katsayilari
verilmistir. Tablo 4’te lineer regresyon algoritmasi performans
Olciitleri ve degerleri verilmistir.

Bu algoritmada kalp hastalig1 bagiml degiskenini tahminlemek
amacltyla Tablo 3’te, veri setinde bulunan “cinsiyet, gégiis agrisi
tipi, kolesterol, agchk kan sekeri, maksimum kalp atis hiz,
egzersize baglh anjina, ST segment depresyonu ve ST egiminin
yoni” olmak lizere 8 adet bagimsiz degisken kullanilmistir.
Olusturulan lineer denklemde “yas, dinlenme kan basinci ve
istirahat EKG sonuglar1” bagimsiz degiskenlerinin kalp hastalig
bagiml degiskenini etkilemedigi goriilmektedir. Bununla
birlikte veri setinde elde edilen korelasyon katsayisi degeri
olan 0.7103 ile kalp hastaligini tahminlemede %71.03 oraninda
dogru sonuca ulasildigi Tablo 4’te gosterilmektedir.

2.1.1.2 M5P algoritmasi

M5P, karar agaclar1 kullanarak regresyon problemini ¢6zen
algoritmalardan biridir. Bu algoritma, veri setindeki
oznitelikleri kullanarak karmasik iliskileri modeller. Her bir
yaprak diigiimiinde bir lineer model igerir, bu da bireylerin kalp
hastalig1 ritmini tahmin etmede daha fazla esneklik saglar [18].

Tablo 3. Lineer regresyon modeli detaylari.

Table 3. Linear regression model details.

Oznitelikler Katsay1
Cinsiyet 0.1643

Gogiis Agrisi Tipi 0.1089
Kolesterol -0.0004
Aclik Kan Sekeri -0.0015
Maksimum Kalp Atis Hizi -0.0018
Egzersiz Anjina 0.1782

ST Segment Depresyonu 0.052
ST_Egimi 0.2277
Kesme Noktasi -0.2684
Model Kurma Siiresi 0.09 sn.

Tablo 4. Lineer regresyon algoritmasi performans degerleri.

Table 4. Linear regression algorithm performance values.

Olciit Deger
Korelasyon Katsayisi 0.7103
Ortalama Mutlak Hata 0.273
Hatalarin Karelerinin Ortalamasinin Karekokii 0.35
Goreceli Ortalama Mutlak Hata %°55.2131
Goreceli Mutlak Hatanin Karekoki %70.3696
Toplam Ornek Sayisi 918

M5P algoritmasi ile farkli opsiyonlara gore 20 farkl lineer
model olusturulmus ve bu modellerin detaylar1 Sekil 2’de
gosterilmistir.

Tablo 5’te M5P algoritmasina ait korelasyon katsayisi ve hata
oranlar1 verilmistir.

Tablo 5. Korelasyon katsayisi ve hata oranlar.

Table 5. Correlation coefficient and error rates.

Olgiit Deger
Korelasyon Katsayisi 0.7431
Ortalama Mutlak Hata 0.2122
Hatalarin Karelerinin Ortalamasinin Karekokii 0.3335
Goreceli Ortalama Mutlak Hata %42.9076
Goreceli Mutlak Hatani Karekokii %67.0552
Toplam Ornek Sayisi 918

Olusturulan bu lineer modellere dayanarak, Tablo 5’'te verilen
MS5P algoritmasi ile elde edilen sonuglara gére korelasyon
katsayis1 0.7431 olarak elde edilmistir. Bu deger kalp hastalig1
tahminlemesinde %74.31 oraninda dogru sonuca ulasildigini
ifade etmektedir.

2.1.2 Smiflandirma algoritmalari

Smiflandirma, veri setindeki bireyleri belirli siniflara atayan bir
makine Ogrenmesi yodntemidir. Bu kisimda, kalp hastalig
teshisinde kullanilan siniflandirma algoritmalarinin temel
prensipleri ve performanslar1 detaylandirilacaktir. Bu
algoritmalardan LiBSVM ve IBK algoritmalar1 incelenmistir.
LibSVM, 6zellikle destek vektér makinelerinin (Support Vector
Machine (SVM)) giiciinii kullanarak dogrusal ve dogrusal
olmayan iliskileri modelleme konusunda etkili olurken, IBK
komsuluk tabanh yaklasimiyla benzer oOzniteliklere sahip
bireyleri gruplandirma konusunda etkili bir algoritmadir. Bu
algoritmalarin basari oranlari, siniflandirma performanslarini
degerlendirmek ve en etkili yontemi belirlemek amaciyla
karsilastirilmistir.
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Figure 2. M5P Tree visualizer screen.

2.1.2.1 LibSVM algoritmasi

LibSVM, destek vektdor makineleri (SVM) kullanarak
siniflandirma problemlerini ¢6zen bir algoritmadir. Bu
algoritma, veri setindeki 6znitelikleri kullanarak bireyleri kalp
hastasi veya saglikli olarak siniflandirmak igin bir karar sinir1
olusturur. LibSVM, yiiksek boyutlu veri setlerinde etkili bir
performans saglayabilir ve 6zellikle dogrusal olmayan iliskileri
modelleme konusunda giiglidir [19]. Tablo 6’da LibSVM
algoritmasi Kappa istatistigi ve hata degerleri verilmistir.

Tablo 6. LibSVM algoritmasi genel sonuglar.
Table 6. LibSVM algorithms general results.

Tablo 8’e gore gercekte saglikli olan ve “saghkli” olarak
siniflandirilan 6rnek sayis1 333, gercekte saglikl olup “kalp
hastas1” diye siniflandirilan 6érnek sayisi 77, gercekte kalp
hastas1 olup “saglikli” diye siniflandirilan 6rnek sayis1 49,
gercekte kalp hastasi olup “kalp hastas1” diye simiflandirilan
ornek sayist 459 dur. Bu ise saglikli siniflandirilmasi gereken
410 veriden 333’linlin dogru bir sekilde saghkli, 77’sinin ise
yanlis bir sekilde kalp hastasi olarak siniflandirildigi, kalp
hastas1 olarak siniflandirilmas1 gereken 508 veriden ise
459’unun dogru bir sekilde kalp hastasi, 49'unun ise yanls bir
sekilde saghkh olarak smiflandirildigini  gostermektedir.
Boylece algoritma 918 adet verinin 792’sini dogru bir sekilde
tanimlayarak %86.2745’lik bir basar1 oranina ulagmistir.

Olciit Deger
. .. 792 2.1.2.2 IBK algoritmasi
Dogru Siniflandirilan Ornek Sayisi o o . . ) .
) (%86.2745) IBK, bir bireyin sinifini belirlemek i¢in ¢evresindeki k en yakin
Kappa Istatistigi 0.7205 komsusuna dayanan bir smiflandirma algoritmasidir. Bu
Ortalama Mutlak Hata 0.1373 algoritma, veri setindeki bireyleri benzer 6zniteliklere sahip
Hatalarin Karelerinin Ortalamasinin 0.3705 olanlarla gruplandirir. IBK, veri setindeki lokal iligkileri ele alir
Karekokii . ve bu sayede karmasik yapilari modelleme yetenegi vardir.
Goreceli Ortalama Mutlak Hata %27.7666 Ancak, veri setinin boyutu arttikca basar1 orani azalabilir [19].
Goreceli Mutlak Hatamn Karekoki %74.5216 Asagidaki tablolarda IBK algoritmasindan elde edilen sonuglar,
Toplam Ornek Sayisi 918 siif bazinda detayli dogruluk ve karmasiklik matrisi ile

Tablo 7’de LibSVM algoritmasi hata oranlar1 yer almaktadir. Bu
tabloda TP; Dogru pozitif orani, FP; Yanlis pozitif oram ve
MKK; Matthews korelasyon katsayisi olarak ifade edilmistir.

Tablo 8'de ise LibSVM algoritmasmin karmasiklik matrisi
gosterilmistir.

verilmistir. Tablo 9’a goére IBK algoritmasi, toplamda 918
degerin 795’ini dogru bir sekilde tanimlayarak %86.6013'liik
bir basar1 oranina ulagsmistir. Tablo 10’da ise smif bazinda
detayli dogruluk tablosu verilmistir.
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Tablo 7. Hata oranlari.

Table 7. LibSVM algorithm error rates.

Sinif TP FP Kesinlik Duyarhlik F-Skoru MKK ROC Alan1  PRC Alani
Saghkli 0.812 0.096 0.872 0.812 0.841 0.722 0.858 0.792
Kalp hastasi 0.904 0.188 0.856 0.904 0.879 0.722 0.858 0.827
Agirhikl Ort. 0.863 0.147 0.863 0.863 0.862 0.722 0.858 0.811
Tablo 8. Karmasgiklik matrisi.
Table 8. Confusion matrix.
Gergek\Siniflandirilan Saglikl (a) Kalp hastasi (b)
Saglikli (a) 333 77
Kalp hastasi (b) 49 459
Tablo 9. IBK genel sonuglar.
Tablo 9. IBK general results.
Olciit Deger
Dogru Siniflandirilmis Ornekler 795 (%86.6013)
Kappa Istatistigi 0.7282
Ortalama Mutlak Hata 0.2133
Hatalarin Karelerinin Ortalamasinin Karekoki 0.327
Goreceli Ortalama Mutlak Hata %43.1517
Goreceli Mutlak Hatanin Karekokii %65.7667
Toplam Ornek Sayisi 918
Tablo 10. Sinif bazinda detayl dogruluk.
Table 10. Detailed accuracy by class.
Simif TP FP Kesinlik Duyarlilik F-Skoru MKK ROC Alani PRC Alani
Saghikli 0.937 0.110 0.860 0.937 0.896 0.728 0.920 0.907
Kalp 0.944 0.029 0.971 0.900 0.934 0.728 0.920 0.907
hastasi
Agurlikl 0.866 0.0866 0.866 0.866 0.920 0.728 0.920 0.907
Ortalama

Tablo 11. Karmasiklik matrisi.
Table 11. Confusion matrix.

Saglikli (a)
343
56

Kalp hastasi (b)
67
452

Gergek\Siniflandirilan
Saglikh (a)
Kalp hastasi (b)

Tablo 11'de verilen karmasiklik matrisine gore 343 birey
saglikli olup saglikli olarak simiflandirilmis, 29 birey ise saghkli
oldugu halde kalp hastasi olarak siniflandirilan érnek sayisin
gosterir. Ayrica 56 kisi kalp hastasi olup saglikli olarak
simiflandirilan, 452 Kkisi ise kalp hastasi olup kalp hastasi olarak
siniflandirilan 6rnek sayisini gosterir. Karmasiklik matrisi
analizi, algoritmanin hangi durumlar1 ne kadar dogru veya
yanlis siniflandirdigini ayrintili bir sekilde ortaya koymaktadir.

918 deger ve 11 dzniteligi iceren veri seti, IBK algoritmasi ile 7
en yakin komsu sayisiyla test edildiginde optimum sonug
vermistir.

2.1.3 Kiimeleme algoritmalari

Kiimeleme, veri setindeki benzer o6zelliklere sahip bireyleri
gruplandirma islemidir. Bu kisimda, iki farkli kiimeleme
algoritmasi olan X-Means ve Beklenti Maksimizasyonu(BM)
algoritmalarinin, temel prensipleri ve kalp hastaligl
teshisindeki performanslari incelenecektir. Her iki kiimeleme
algoritmas1 da, kalp hastalign teshisindeki bireyleri benzer
ozelliklere sahip kiimeler i¢inde gruplandirmak amaciyla
kullanilmigtir. X-Means, kime sayisini otomatik olarak
belirleme yetenegi ile dikkat cekerken, BM karmasik veri

yapilarini modelleme konusunda daha esnek bir yaklasim
sunmaktadir. Bu algoritmalarin performanslari, kalp hastalig
teshisinde  kiimeleme  algoritmalarinin  potansiyelini
vurgulamakta ve gelecekteki benzer ¢alismalar icin bir temel
olusturmaktadir.

2.1.3.1 X-Means algoritmasi

X-Means, K-Means algoritmasinin  genisletilmis  bir
versiyonudur ve veri setindeki gizli yapilar1 modellemek i¢in
kullanilir. Bu algoritma, kiime sayisini otomatik olarak
belirlemeye ¢alisir. X-Means, her bir kiimenin icindeki varyansi
degerlendirir ve kiime sayisini ayarlamak i¢in bir bilgi kriterini
kullanir [20].

Tablo 12’de X-Means algoritmasinin kiimelenmis 6rneklerinin
sayis1 ve oranlari goriilmektedir.

Tablo 12. Kiimelenmis 6rneklerin dagilimu.
Table 12. Distribution of clustered samples.

Kiime Ornek Sayisi Oran (%)
Kalp hastas1 0 417 %45
Saghkli 1 501 %55
Toplam 918 %100

Tablo 12’ye goére, 0 No.lu kiimede 417 ve 1 numaral kiimede
501 veri oldugu goriilmektedir. Bu duruma gére, toplam 918
verinin %45'i 0 numarali kiimede, %55’ ise 1 numarali kiimede
yer almigtir.
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Tablo 13’'te X-Means algoritmasi ile Kiime 0, “kalp hastas1”

agirhkhh  olarak, Kime 1, “saghkll” agirhikhh olarak
etiketlenmistir.
Tablo 13. Sinif-Kiime dagilim.
Table 13. Class-Cluster distribution.
KFklglepo Kiime 1 Toplam
hastas) (saghkli)
Saglhikl 52 358 410
Kalp hastasi 365 143 508

Tablo 13 incelendiginde “Saghkli” sinifina ait 52 veri “0”
numarali kiimede, 358 veri ise “1” numarali kimede
bulunmaktadir. “Kalp hastas1” simifina ait 365 verinin “0”
numarali kiimede, 143 verinin ise “1” numaral kiimede oldugu
belirlenmistir. Algoritma, “0” numarali kiime i¢in “kalp hastas1”
ve “1” numaral kiime icin “saglikl’” sinifin1 belirlemistir. Bu
duruma gore, “0” numarali kiimede tanimlanan 52 “saghkli”
verisi ile “1” numaral kiimede tanimlanan 143 “kalp hastas1”
verisi yanlis kiimelenmis veriler olup toplamda 195 adettir. Bu
durum Tablo 14’te yanlis kiimelenen 6rnekler ve orani olarak
verilmistir.

Tablo 14. Yanlis kiimelenen érnekler.
Table 14. Incorrectly clustered examples.

Olciit Deger
Yanlis Kiimelenen Ornek Sayisi 195
Yanlis Kiimelenme Orani %21.2418

Buna goére toplam 918 verinin 195’i yanlis kiimelenerek
%21.2418'lik bir hata oram ve %78.7582’lik bir basar1 orani
elde edilmistir.

2.1.3.2 Beklenti maksimizasyonu (BM) algoritmasi

Beklenti Maksimizasyonu (Expectation-Maximization, EM)
karmasik veri setlerinde gizli yapilar1 modelleme konusunda
kullanilan bir kiimeleme algoritmasidir. BM, iki temel adimdan
olusur. Bunlar Beklenti(Expectation) ve Maksimizasyon
(Maximization) adimlaridir. Algoritma, veri setindeki gizli
parametreleri tahmin etmek ve kiime merkezlerini
giincellemek i¢in bu iki adimi sirayla tekrarken, esnek bir
modelleme yetenegi sunar ve ozellikle gizli iliskileri anlamak
icin kullanilir [20]. Sekil 3'te BM algoritmasinin 2 kiime igin
gorsellestirilmesi verilmektedir.

Sekil 3’'te mavi renk ile isaretlenen verilerin 0 numaral kiime,
kirmizi renk ile gosterilen verilerin ise 1 numarali kiime olarak
belirlenmistir. Kare seklinde simgelenen veriler hatal
kiimelenmis verileri temsil ederken, carpi isareti ile gdsterilen
veriler algoritmanin dogru tamimladigr verileri ifade
etmektedir. Sekil 3 belirli bir hata orani ile algoritmanin dogru
ve yanlis kiimelenmis verileri ayirt ettigini gostermektedir.
Kare ve c¢arpt simgeleri, algoritmanin performansini
degerlendirmek i¢in kullanilan dogru ve yanls siniflandirilmis
verilerin gorsel bir temsilini saglamaktadir.

3 Performans olciitleri

Bu béliimde, makine 6grenmesi yontemlerinin performansini
kapsamli bir bicimde o6l¢gmek amaciyla kappa istatistigi,
korelasyon Kkatsayisi, ortalama mutlak hata, hatalarin
karelerinin ortalamasinin karekoki, goreceli mutlak hata,
goreceli mutlak hatanin karekokii, kesinlik, duyarlilik, F-skoru,
AUC egrisi (alic1 islem karakteristikleri) ve PRC alami (Kesinlik
Duyarlihik Egrisi altinda kalan alan) gibi ¢esitli performans
olciitlerinden yararlanilmistir [21],[22]. Bu performans

olciitlerinden kisaca bahsedilerek, performans dlgiitleri
tablolari ile verilecektir.
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Kappa istatistigi, bir degerlendirici veya gozlemcinin iki
kategori arasindaki uyumu degerlendirmek i¢in kullanilan
istatistiksel bir olgittir. P.(a), iki degerlendirici arasindaki
gozlemlenen uyum oranini ve PB.(e), sansa bagl olarak
beklenen uyum oranimi ifade etmek ftzere, iki degisken
arasindaki uyumu olgerken, PB.(a) ve P.(e) olasiliklari
iizerinden Cohen’in Kappa Istatistigi (Ki), (1) numaral formiille
hesaplanir.

— Pr(a) - P‘r(e)

1B &

Bu formiil, kappa istatistigini hesaplarken gézlemlenen uyumu
sansa bagl uyumdan ¢ikartarak diizeltmeye olanak tanir. Elde
edilen kappa degeri -1 ile +1 arasinda degisir. 0’dan kii¢iik bir
deger uyumun olmadigini, 1'e yaklasan bir deger ise tam
uyumu gosterir. Kappa degeri ne kadar yiiksekse,
degerlendiriciler arasindaki uyum o kadar gii¢liidiir.

Korelasyon katsayisi iki degisken arasindaki iliskiyi dlgen ve
iliskinin yonii ile giliciini belirleyen bir istatistiksel o6lctittiir.
Deger genellikle -1 ile +1 arasinda degisir ve bu deger, iliskinin
dogasini anlamak i¢in kullanilir. Korelasyon katsayis1 +1’e
yaklasiyorsa, iki degisken arasinda kuvvetli bir pozitif iligki
vardir. Korelasyon katsayisi -1’'e yaklasiyorsa, iki degisken
arasinda kuvvetli bir negatif iliski vardir. Korelasyon katsayisi
0’ayaklasiyorsa, iki degisken arasinda belirgin bir iliski yoktur
veya iliski cok zayiftir. x;, birinci degiskenin i. gézlem degerini,
v;, ikinci degiskenin i. gézlem degerini, n ise toplam gézlem
sayisinl ifade etmek iizere, Korelasyon Katsayis1 (KK),
Esitlik (2)’deki formdille hesaplanir.

XXy — MIM

i) . o @

Burada tahminde tam basar1 elde edilebilmesi i¢in, tahmin
hatasinin sifira esit olmasi beklenir. Fakat bu durum gergekte
¢ok nadir ortaya ¢ikar.

Esitlik (3)-(4)-(5) te; “n” orneklem sayisini, “i” O6rneklem
sirasini, “9;” i. gozlemdeki gercek degeri, “6;" i. gozlemdeki
tahmin edilen degeri ve "9" gercek degerlerin ortalamasini
ifade etmek iizere, Ortalama Mutlak Hata (OMH) Esitlik (3)’te

n ~

(OMH) = % Y16 -6 3)

formiilii ile verilir.

Bir diger hata o6l¢iitii Hatalarin Karelerinin Ortalamasinin
Karekokiidiir (HKOK) ve Esitlik (4)’teki formiil ile hesaplanir.

(HKOK)= | 2P0 @

Tahmin edilen degerlerle gercek degerler arasindaki mutlak
hatalarin, basit bir referans modeline, gére ne kadar biiyiik
veya kiiciik oldugunu gorebilmek i¢in Goreceli Mutlak Hata
(GMH) ol¢ititii kullanilir. Esitlik (5) araciligiyla hesaplanir.

186

GMH)="=E—
(CMH)=5 5]

(5)

Buradaki goreceli mutlak hata yapilan tahminin gercek
degerlerle olan yakinligini izlemenin bir yoludur.

Tahmin hatasini izlemede kullanilan bir baska yol da Goéreceli
Mutlak Hatanin Karekokiidiir (GMHK) ve Esitlik (6) ile
hesaplanir

Y, Bi-6)?
Y (86,

(GMHK)= (6)

Bu calismada, gergek degeri pozitif olup pozitif olarak tahmin
edilenler dogru pozitif “DP”, gercek degeri pozitif olup negatif
olarak tahmin edilenler yanhs negatif “YN”, pozitif olarak
tahmin edilmis fakat gercek degeri negatif olanlar yanlis pozitif
“YP” ve negatif olarak tahmin edilmis ve gercek degeri negatif
olanlar da dogru negatif “DN” olarak tanimlanmistir. Esitlik
(7)’de DP Orani ve Esitlik (8)’de YP Orani formiilleri verilmistir.

DP Oram = —© 7
A= T0P YN ™
YP Oram = —+ 8
A=Y+ D) ®)

Weka programi 6zellikle DP ve YP degerlerini hem her bir
kategori i¢in oranlarini hem de tiim kategoriler icin agirhikli
ortalama sonucunu hesaplamaktadir. Performans analizi
yapilirken agirlikl ortalama sonuglar dikkate alinmistir.

Kesinlik skoru, modelin pozitif olarak tahmin ettigi 6rneklerin
gercekte pozitif olma oranini 6lcen parametredir. Formdiil
Esitlik (9)’da verilmistir.

DpP

Kesinlik (p) = m

)
Smiflandirma modelinin performansini degerlendirmek igin
kullanilan hassasiyet, modelin pozitif olarak tahmin ettigi
orneklerin gergekte pozitif olma oranini 6l¢er. Bu formiil Esitlik
(10)’da verilmistir.

DpP

Hassasiyet(r) = DPT YN

(10)
Kesinlik(precision) ve hassasiyet(recall), bir modelin
performansin1 degerlendirmek i¢cin yaygin olarak kullanilir.
Ancak, bu olciitler tek basina yeterli degildir ve genellikle
birlikte degerlendirilir. Bu baglamda, F — skoru devreye girer.
F — skoru, kesinlik ve hassasiyetin harmonik ortalamasini
temsil eder ve bu sayede her iki olciiti birlestirerek daha
kapsaml bir performans degerlendirmesi saglar. F — skoru,
Esitlik (11)’deki formiille hesaplanir.

Kesinlik x Hassasiyet 2 pr

F = skoru = Kesinlik + Hassasiyet ~p +7r (1)
DP Orani ile YP Oranlarinin bir grafik lizerine yerlestirilmesi ile
Alia islem karakteristikleri (AIK) denilen ROC egrileri
(Receiver Operating Characteristic) olusturulur. Bu egrilerde
DP Orani 1’e yaklastik¢a daha iyi tahminler elde edilirken YP
Orani 0’a yaklastikca daha az hatali tahminler elde edildigi
bilinmektedir. Grafigin altinda kalan alan (AIK) alani olarak
ifade edilir ve bu alan ne kadar biyiikse o kadar basarili bir
siiflandirma oldugu séylenebilir.
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Hassasiyet ve kesinlik degerleri, cesitli esik degerler veya
parametreler kullanilarak hesaplanir ve bir grafik tizerinde
gosterilir. Bu grafige, Kesinlik-Hassasiyet Egrisi (KHE)
(Precision-Recall Curve, PRC) adi verilir. Bu egrinin altinda
kalan alana ise (KHE) Alani1 (PRC Area ya da AUC-PR) denir.
KHE Alani degerinin 1'e yaklasmasi, modelin hem yiksek
hassasiyet hem de yiiksek kesinlikle ¢alistigini, dolayisiyla daha
basarili sonuglar lirettigini gosterir.

4 Sonuglar

Biitlin bu performans 6lciitleri ile kalp hastaliginin tespiti i¢in
kullanilan algoritmalarin basarimlarini toplu halde gosteren
Tablo 15 asagidaki sekildedir.

Tablo 15’te X-Means ve BM siitunlarinda denetimli 6grenme
metrikleri yerine kiimeleme sonuglari yer almaktadir. Diger
satirlarda veri olmadig igin “~” (bos) olarak belirtilmistir.

Bu c¢alisma, kalp hastaligl teshisinde kullanilan makine
o0grenmesi algoritmalarinin performans analizi {izerine
odaklanmistir. Sonuglar, regresyon, siiflandirici ve kiimeleme
algoritmalarinin kullanildig: ti¢ farkh tiirdeki alt1 algoritmanin
performansina gore belirlenmistir.

Siniflandirma algoritmalari, IBK(K-Nearest Neighbors) ve
LibSVM, diger algoritmalara gore daha yiiksek dogruluk
oranlar1 elde etmistir. IBK'nin %86.6 dogruluk orani ve
LibSVM’'nin %86.3 dogruluk orani, bu algoritmalarin kalp
hastaligl teshisinde etkili ve gilivenilir bir performans
sergiledigini gostermektedir. Bu sonuglar, siniflandiric
algoritmalarin, veri setindeki Ozniteliklere dayali olarak
bireyleri basarih bir sekilde smiflandirma yetenegini
vurgulamaktadir.

Regresyon ve kiimeleme algoritmalarinin performanslar1 da
analiz edilmis ancak siniflandirma algoritmalar1 kadar yliksek
dogruluk oranlarinin elde edilemedigi goriilmiistiir. Bu durum,
kalp hastalig1 teshisinde siniflandirma algoritmalarinin daha
etkili olabilecegini diisiindiirmektedir. Ancak, kiimeleme
algoritmalar1 olan X-Means ve EM yine de kabul edilebilir
dogruluk oranlarina sahip olmustur. Sonug¢ olarak, makine
O0grenmesi algoritmalarinin  kalp hastaligi tespiti icin
kullanilabilecegi 6nemli bir potansiyeli gostermektedir.
Siniflandirma algoritmalari, bu alanda 6ne ¢ikan ve basarili
sonuglar elde eden algoritmalar olarak belirlenmistir. Bu

bulgular, gelecekteki klinik uygulamalar ve benzer ¢alismalar
icin bir temel olusturarak, makine dgrenmesi yaklasimlarinin
kardiyovaskiiler saglik alaninda daha fazla benimsenmesine
olanak saglayabilir.

5 Conclusion

In this section, the performance analysis of machine learning
applications on heart disease diagnosis was examined and the
results were compared using a total of six algorithms of three
different types: regression, classifier and clustering algorithms
using the Weka platform. In the analysis made using Linear
Regression, M5P, IBK, LibSVM, X-Means, EM Algorithms, the
results were examined according to the parameters on Weka.
Table 15 shows the values of the parameters and algorithms on
Weka.

This study focused on performance analysis of machine
learning algorithms used in heart disease diagnosis. The results
were determined according to the performance of six
algorithms of three different types using regression, classifier
and clustering algorithms.

Classification algorithms, IBK (K-Nearest Neighbors) and
LibSVM, achieved higher accuracy rates than other algorithms.
The 86.6% accuracy rate of IBK and the 86.3% accuracy rate of
LibSVM show that these algorithms exhibit effective and
reliable performance in diagnosing heart disease. These results
highlight the ability of classifier algorithms to successfully
classify individuals based on attributes in the data set.

The performances of regression and clustering algorithms were
also analyzed, but it was observed that accuracy rates as high
as classification algorithms could not be achieved. This suggests
that classification algorithms may be more effective in
diagnosing heart disease. However, the clustering algorithms X-
Means and EM still had acceptable accuracy rates. As a result, it
demonstrates the significant potential that machine learning
algorithms can be used for heart disease detection.
Classification algorithms have been determined as the
algorithms that stand out in this field and achieve successful
results. These findings may provide a foundation for future
clinical applications and similar studies, enabling greater
adoption of machine learning approaches in cardiovascular
health.

Tablo 15. Analiz edilen algoritmalar ve sonuglar.

Table 15. Analyzed algorithms and results.

Olgiit Lineer IBK LibSVM  X-Means BM
Regresyon

Dogru Siiflandirilmis Ornekler 71.03 74.31 86.6013 86.2745 - -
Kappa Istatistigi - - 0.7282 0.7205 - -
Korelasyon Katsayisi 0.7103 0.7431 0.866013 0.862745 - -
(OMH) 0.273 0.2122 0.2133 0.1373 - -

(HKOH) 0.35 0.3335 0.327 0.3705 - -

(GOMH) 55.2131 429076 43.1517 27.7666 - -

(GMHK) 70.3696 67.0552 65.7667 74.5216 - -

DP Orani - 0.866 0.863 - -

YP Oram - 0.14 0.147 - -

Kesinlik - 0.866 0.863 - -
Hassasiyet - 0.866 0.863 - -

F — skoru - 0.866 0.862 - -

(AIK) Alam - 0.92 0.858 - -

(KHE) Alani - 0.907 0.811 - -

Yanlis Kiimelenen Ornekler - - - 21.2418 17.8649

819



Pamukkale Univ Muh Bilim Derg, 31(5), 811-820, 2025
B.C. Telkenaroglu, B. Demirtiirk, B. Kése

6 Yazar katki beyani

Gergeklestirilen calismada Bekir Can Telkenaroglu, fikrin
olusturulmasi, verilerin temini ve elde edilen sonuglarin
degerlendirilmesi bashklarinda, Bahar Demirtiirk, literatiir
taramasl, yazim denetimi ve makale revizyonu basliklarinda,
Bayram Kose icerik acisindan makalenin kontrol edilmesi
basliklarinda katki sunmuslardir.

7  Etik kurul onay1 ve ¢ikar ¢atismasi beyani

“Hazirlanan makalede etik kurul izni alinmasina gerek yoktur”.
“Hazirlanan makalede herhangi bir kisi/kurum ile ¢ikar
catismasi bulunmamaktadir”.

8 Kaynaklar

[1] Pushpawathi TP, Kumari S, Kubra NK. “Heart failure
prediction by feature ranking analysis in machine
learning”. IEEE 2021 International Conference on Inventive
Computation Technologies, Coimbatore, India,
20-22 January 2021.

[2] American Heart Association Statistics Committee and
Stroke Statistics Subcommittee. “Executive summary:
heart disease and stroke statistics-2016 update”. A Report
from the American Heart Association, 133(4), 447-454,
2016.

[3] Kumar NM, Mallick PK. “The internet of things: Insights
into the building blocks, component interactions, and
architecture layers”. Procedia Computer Science,
132,109-117,2018.

[4] Ozmen T, Kuzu U, Kogyigit Y, Sarnel H. “Metasezgisel
yontemlerle 6znitelik sayisini azaltarak diyabetin erken
dénemde tespiti”. Pamukkale Universitesi Miihendislik
Bilimleri Dergisi, 29(6), 596-606, 2023.

[5] Ciftgi S, Batur Sir GD. “Acil servise basvuru sayisinin
zaman serisi analiz ve makine 6grenmesi yontemleri ile
tahmin edilmesine yo6nelik bir uygulama”. Pamukkale
Universitesi Miihendislik Bilimleri Dergisi, 29(7), 667-679,
2023.

[6] Topol EJ. “High-performance medicine: the convergence
of human and artificial intelligence”. Nature Medicine,
25(1), 44-56,2019.

[7] Hall M, Frank E, Holmes G, Pfahringer B, Reutemann P,
Witten [H. “The WEKA data mining software: An update.
ACM SIGKDD”. Explorations Newsletter, 11, 10-18, 2009.

[8] Cifci ME. Kalp Hastaliklarinda Kullanilan Yapay Zeka
Teknikleri ve Uygulamalarl. Yiiksek Lisans Tezi,
Necmettin Erbakan Universitesi, Konya, Tiirkiye, 2019.

[9] Cosar M, Deniz E. “Makine 06grenimi algoritmalari
kullanarak kalp hastaliklarinin tespit edilmesi”. Avrupa
Bilim ve Teknoloji Dergisi, 28, 1112-1116, 2021.

[10] Mohan, S, Thirumalai, C, Srivastava, G. “Effective heart
disease prediction using hybrid ML techniques”. IEEE
Access, 7,81542-81554, 2019.

[11] Dipto I, Islam T, Rahman H, Rahman M. “Comparison of
different machine learning algorithms for the prediction
of coronary artery disease”. Journal of Data Analysis and
Information Processing, 8, 41-68, 2020.

[12] Kim JK, Kang S. “Neural network-based coronary heart
disease risk prediction using feature correlation analysis”.
Journal of Healthcare Engineering, 2017.
https://doi.org/10.1155/2017/2780501.

[13] Mohamed TS, Ali MH. “Heart diseases prediction using
WEKA”. Journal of Baghdad College of Economic Sciences,
58,1-12,20109.

[14] Sen SK. “Predicting and diagnosing of heart disease using
machine learning algorithms”. International Journal of
Engineering and Computer Science, 6(6), 21623-21631,
2017.

[15] KAGGLE.  “Heart  Failure  Prediction  Dataset”.
https://www.kaggle.com/fedesoriano/heart-failure-
prediction (15.04.2023).

[16] Gokhan A, Dogan N. “Veri madenciliginde kullanilan
glincel bir analiz programi: WEKA”. Journal of
Measurement and Evaluation in Education And Psychology,
10(1), 80-95,2019.

[17] Siper M. Yapay Zeka Yéntemleriyle Ustyap1 Performans
Tahmini. Yiiksek Lisans Tezi, Necmettin Erbakan
Universitesi, Konya, Tiirkiye, 2021.

[18] Kara §, Saml R. “Yazilim projelerinin maliyet tahmini i¢in
WEKA'da makine O6grenmesi algoritmalarinin
karsilastirmali analizi”. Avrupa Bilim ve Teknoloji Dergisi,
23,415-426,2021.

[19] Tas¢1 ME, Samli R. “Veri madenciligi ile kalp hastalig
teshisi”. Avrupa Bilim ve Teknoloji Dergisi, 2020.
https://doi.org/10.31590/ejosat.araconf12.

[20] Pat G. Arastirma projelerinde kiimeleme ile ¢oklu analiz.
Yiiksek Lisans Tezi, Sakarya Universitesi, Sakarya,
Tirkiye, 2020.

[21] Aydemir E. Weka ile Yapay Zeka. 1. Baski. Ankara, Tiirkiye,
Seckin Yayinevi, 2018.

[22] Isik K, Ulusoy SK. “Determining the factors that affect the
production time in metal industry utilizing data mining
methods”. Journal of the Faculty of Engineering and
Architecture of Gazi University, 36(4), 1949-1962, 2021.

820


https://doi.org/10.1155/2017/2780501
https://www.kaggle.com/fedesoriano/heart-failure-prediction
https://www.kaggle.com/fedesoriano/heart-failure-prediction
https://doi.org/10.31590/ejosat.araconf12

