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MAKALE BILGiSI OZET
Makale Tarihleri: MVTec Anomaly Detection veri setinin ahsap alt sinifi tizerinde yiizey kusurlarimin otomatik
olarak suiflandirilmasi amaciyla Google/ViT-Base-Patch16-224-in21k ve Microsoft/Swin-Tiny-
Gelis tarihi Patch4-Window7-224 modellerinin performanslari arastirilmistir. Veri setine ait goriintiler
16.10.2025 224 %224 piksel boyutuna yeniden olgeklendirilmis, standart normalizasyon uygulanmis ve iki
Kabul tarihi ayr1 senaryo degerlendirilmistir. Ilk olarak veri artima uygulanmadan, ikinci olarak veri
17.11.2025 artirma kullanilarak deneyler gergeklestirilmistir. Veri artirmasiz durumda ViT modeli %95 ,45,
Yayin tarihi Swin-Tiny modeli %93,94 dogruluk elde etmistir. Veri artirma uygulandiginda ViT modelinin
31.12.2025 dogrulugu %93,94, Swin-Tiny modelinin dogrulugu ise %95,45 olarak hesaplanmaktadir.
Sonuglar, her iki modelin de kusursuz, sivi ve ¢izilme siniflarinda yiiksek duyarlilik ve F1-puant
Anahtar Kelimeler: trettigini; buna karsin ornek sayisi diigiik olan renk, birlesik ve delik siiflarinda smif
dengesizligine bagh performans diigiisleri yasandigini gostermektedir. Bu ¢calisma, Transformer
Agagisleri Endiistrisi modellerinin endiistriyel kalite kontrol siireglerinde etkin bir alternatif oldugunu géstermekte;
Ahsap Kusurlar1 veri cesitliligi ve smif dengeleme ydntemlerinin giiclendirilmesi durumunda modellerin
Bilgisayarli Gorii dogruluklarinin daha da artirilabilecegini géstermektedir.
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ARTICLE INFO ABSTRACT
Article history: The performances of the Google/ViT-Base-Patch16-224-in21k and Microsoft/Swin-Tiny-Patch4-

Window7-224 models were investigated for the automatic classification of surface defects on the
Received wood subclass of the MVTec Anomaly Detection dataset. The images of the dataset were rescaled
16.10.2025 to 224 %224 pixels, standard normalisation was applied, and two separate scenarios were
Accepted evaluated. The first experiment was conducted without data augmentation, and the second with
17.11.2025 data augmentation. In the no-data augmentation case, the ViT model achieved 95.45% accuracy,
Published while the Swin-Tiny model achieved 93.94% accuracy. With data augmentation, the accuracy of
31.12.2025 the ViT model was calculated as 93.94%, and the Swin-Tiny model as 95.45%. The results show

that both models produce high sensitivity and F1-scores for the defect-free, liquid, and scratch
Keywords: classes; however, performance decreases due to class imbalance in the colour, compound, and

hole classes, which have low sample numbers. This study demonstrates that Transformer models
Woodworking Industry are an effective alternative in industrial quality control processes, and demonstrates that the
Wood Defects accuracy of the models can be further increased if data diversity and class balancing methods
Computer Vision are strengthened.
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1. GIRIS

Giliniimiizde ahsap ve tiirevi kaynaklarinin azalmasi ve ihtiyacin siirekli olarak artmasi nedeniyle orman kaynaklarinin tiiketimini
yavaglatmak 6nemli bir aragtirma konusu haline gelmistir. Ahsap ve tiirevi malzemelerin yiizeyindeki budak vb. kusurlarinin hizli
ve dogru bir sekilde tespit edilmesi, odun kullanim verimliligini artirabilir ve asir1 tiiketimi azaltabilir [1-4]. Bu amagla, dijital
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goriintii isleme ve yapay zeka algoritmalarinin birlesimi, odun diigiim kusurlarinin tespiti ve siniflandirilmasi i¢in yaygin olarak
kullanilan bir yontem haline gelmistir [5]. Bu yontemler arasinda, sabit 6zellik ¢ikarma ve siniflandirma tanima teknolojileri 6ne
¢ikmaktadir [6,7]. Bu teknolojiler, temel olarak bilgisayarli gorii, spektral analiz ve diger dijital goriintii isleme tekniklerine
dayanmaktadir [8]. Etkili 6zellik parametreleri, orneklerden sabit haritalama yontemleriyle g¢ikarilir ve bu parametrelerin
belirlenmesi igin ¢esitli istatistiksel veya makine 6grenimi yontemleri karsilastirilir. Derin 6grenme, yapay zeka alaninda biiyiik bir
potansiyele sahip yeni bir yaklasim olarak ortaya ¢ikmistir [9]. Derin 6grenme yontemi, orijinal verilerden 6zelliklerin otomatik
olarak 6grenilmesini saglar, bdylece manuel 6zellik ¢ikarma islemlerine olan bagimlilik azaltilabilir [10].

Endiistriyel iiretim siireglerinde kalite kontrol, tirtinlerin giivenilirligi ve miisteri memnuniyeti agisindan kritik bir rol oynamaktadir.
Geleneksel kalite kontrol yontemleri, genellikle insan operatorler tarafindan gergeklestirilmekte ve bu durum, zaman alic1, maliyetli
ve hata yapmaya acik bir siirece yol agmaktadir [11,12].

Endiistriyel goriintii analizi i¢in kullanilan veri setlerinden biri olan MV Tec veri seti, bu alanda yaygin olarak kullanilan bir referans
kaynagidir. MVTec, cesitli endiistriyel iiriinlerin (6rnegin, tekstil, elektronik, metal pargalar) kusurlu ve kusursuz goriintiilerini
igeren zengin bir veri seti sunmaktadir [13]. Bu veri seti, kusur tespiti ve siniflandirma modellerinin performansim degerlendirmek
i¢in bir standart haline gelmistir.

Geleneksel olarak, evrigsimli sinir aglari (ESA) goriintii siniflandirma ve kusur tespiti gérevlerinde yaygin olarak kullanilmistir [14].
Ancak, son yillarda Transformer mimarisi, dogal dil isleme alanindaki basarisinin ardindan bilgisayarli gorii alaninda da etkili bir
sekilde uygulanmaya baslanmistir. Vision Transformer (ViT), goriintiileri parcalara ayirarak ve bu pargalari bir dizi olarak isleyerek,
geleneksel ESA'larin sinirlamalarin1 agmayi hedeflemektedir [15]. ViT, 6zellikle biiyiik 6l¢ekli veri setlerinde yiiksek performans
gostermekte ve endiistriyel goriintii analizi gibi karmasik gorevlerde etkili bir alternatif sunmaktadir.

ViT’nin temel avantaji, goriintiileri dogrudan bir diziye doniistiirerek islemesi ve bu sayede ESA’larin sinirlamalarini agmasidir.
Ozellikle, 6zyapisal dikkat mekanizmasi sayesinde, goriintiiniin farkli bolgeleri arasindaki iliskileri etkili bir sekilde
modelleyebilmektedir. Bu 6zellik, ViT'yi karmagik goriintii analizi goérevlerinde, ozellikle de endiistriyel kusur tespiti ve
siiflandirma gibi alanlarda, giiglii bir alternatif haline getirmektedir [16].

ViT modelleri, 6zellikle biiyiik veri setleri iizerinde egitildiklerinde yiiksek genelleme yetenegi gdstermektedir. Ornegin, ImageNet-
21k gibi genis kapsamli veri setleri lizerinde 6nceden egitilmis ViT modelleri, kiiciik veri setlerinde bile etkili bir sekilde ince ayar
yapilarak kullanilabilmektedir. Bu, ViT'nin endiistriyel uygulamalarda, &zellikle de sinirli sayida etiketli veriye sahip olunan
durumlarda, biiyiik bir potansiyele sahip oldugunu gostermektedir. Ancak, ViT modellerinin bazi sinirlamalari da bulunmaktadir.
Ozellikle, yiiksek hesaplama kaynaklar1 gerektirmesi ve kiiciik veri setlerinde asir1 uyum riski tasimasi, bu modellerin kullanimini
kisitlayabilmektedir. Bu nedenle, ViT modellerinin performansini artirmak i¢in veri artirma teknikleri, transfer 6grenme ve ince
ayar gibi yontemler siklikla kullanilmaktadir [15,17].

Bu c¢alismada, MV Tec veri seti kullanilarak endiistriyel goriintiilerdeki kusurlarin tespiti ve siiflandirilmasi i¢in (ViT) tabanl bir
model 6nerilmektedir. ViT'nin bu tiir gérevlerdeki potansiyelini degerlendirmek amaciyla, modelin performansi geleneksel ESA
tabanli yontemlerle karsilagtirilmigtir. Elde edilen sonuglar, ViT'nin endiistriyel kusur tespiti ve siniflandirma gorevlerinde etkili bir
yaklagim oldugunu gostermektedir.

Bu ¢aligmayi literatiirdeki benzer aragtirmalardan ayiran en 6nemli fark, MV Tec veri kiimesinin yalnizca ahsap alt simifi tizerinde
Google/ViT-Base-Patch16-224-in21k ve Microsoft/Swin-Tiny-Patch4-Window7-224 modellerinin dogrudan karsilastirilmig
olmasidir. Literatiirde bu modeller genellikle tim MVTec veri kiimesi veya farkli endiistriyel goriintii veri kiimeleri tizerinde test
edilirken, bu g¢alisma ahsap yiizey kusurlar1 6zelinde gergeklestirilmis karsilagtirmali bir degerlendirme sunarak 6zgiin bir katki
saglamaktadir.

2. MATERYAL VE METOT

2.1. Veri Seti

Bu ¢alisma, MVTec Anomaly Detection (MVTec AD) veri setinin ahsap sinifi iizerinde gerceklestirilmistir. Veri kiimesi; renk
kusuru, birlesik kusur, kusursuz, delik, sivi ve ¢izik olmak iizere toplam alti sinif icermektedir MV Tec veri seti, endiistriyel
gorintiilerde kusur tespiti ve siniflandirma i¢in yaygin olarak kullanilan bir veri setidir. Bu ¢alismada, MVTec Vveri setinin ahsap
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smift kullanilmistir. Ahsap sinifi, 247 egitim ve 61 test gorlintiisii icermekte olup, bu goriintiiler yiiksek ¢oziiniirliklidir
(1024x1024 piksel). Gortintiller PNG formatindadir. Egitim verisi, yalnizca kusursuz ahsap yiizeylerin goriintiilerinden olusurken,
test verisi hem kusurlu hem de kusursuz goriintiiler icermektedir. Kusur tiirleri arasinda cizikler, catlaklar, delikler ve renk
bozukluklart bulunmaktadir. Bu veri seti, 6zellikle dokusal olarak karmasik goriintiilerdeki kusurlart tespit etmek igin kullanilan
modellerin performansini degerlendirmek amaciyla tasarlanmistir [13]. Veri setine ait gorseller goriintiiler Sekil 1°de verilmistir.

(@) Kusursuz sinifina ait goriintiiler

(b) Delik kusuru sinifina ait goriintiiler

(c) S1vi kusuru simifina ait gériintiiler

) Cizik kusuru sinifina ait gorintiiler

(e) Renk kusuru sinifina ait gériintiiler

(f) Birlesik kusurlar sinifa ait goriintiiler

Sekil 1. Veri setine ait 6rnek goriintiiler

3
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2.2. Veri Seti Uzerinde On Islemler

MVTec Ahsap veri kiimesi kusursuz ve ¢esitli kusur tiirlerine sahip goriintiilerden olugmakta olup ¢aligmada modelleme siirecinde
tiim goriintiiler 224x224 piksel ¢oziiniirliige yeniden dlgeklendirilmis ve RGB kanallarinin her biri i¢in ortalama 0,5 ve standart
sapma 0,5 olacak sekilde normalize edilmistir, modellerin genelleme kabiliyetini artirmak asirt uyumu azaltmak ve sinif i¢i gorsel
cesitliligi genigletmek amaciyla egitim verilerine bir dizi veri artirma doniisiimii uygulanmistir, bu kapsamda ilk olarak goriintiiler
RandomResizedCrop islemiyle 0,85-1,00 dlgek araliginda rastgele kirpilarak 224x224 piksele yeniden dlgeklendirilmis ardindan
goriintiiler %50 olasilikla yatay ¢evrilmis, £10 derece araliginda rastgele dondiiriilmiis ve ColorJitter doniisiimii ile parlaklik kontrast
ve doygunluk degerleri 0,2 araliginda degistirilmistir, tiim goriintiiler daha sonra tensére doniistiiriilerek normalize edilmistir, bu
veri artirma adimlart modellerin ahsap yiizeylerdeki dogal renk doku ve geometrik varyasyonlart daha genis bir kapsamda
O0grenmesini saglamig ve diigiik 6rnek sayisina sahip smiflarda agirt uyumu azaltarak genel test performansina katki sunmustur.

2.3. Vision Transformer (ViT) Modelleri

Google/ViT-Base-Patch16-224-in2 1k modeli, kiiresel dikkat mekanizmasi sayesinde goriintiideki uzun menzilli iligkileri yakalama
ve karmagik dokusal detaylar1 6grenme konusunda yiiksek bir yetenek gostermektedir. Buna karsilik Microsoft/Swin-Tiny-Patch4-
Window7-224 modeli, kaydirilmis pencere yapisi ile daha diisiik hesaplama maliyeti sunmakta ve dzellikle yerel oriintiileri verimli
bi¢imde yakalayabilmektedir. Bu iki modelin karsilastirilmasi, yiiksek dogruluk saglayan kiiresel dikkat temelli yaklagimlar (ViT)
ile hesaplama agisindan verimli yerel dikkat temelli yapilar (Swin Transformer) arasindaki performans farklarinin belirlenmesi ve
degerlendirilmesi amacini tagimaktadir.

2.3.1. Google/vit-base-patch16-224-in21k Modeli

Vision Transformer (ViT), goriintii tanima gorevlerinde derin 6grenme alanina dnemli bir yenilik kazandiran bir modeldir.
Geleneksel evrisimli sinir aglarindan farkli olarak Transformer mimarisi {izerine insa edilmistir. Bu model, bir goriintiiyii kiigiik
pargalara (yamalara) ayirarak bu pargalari bir dizi halinde isler ve boylece uzun menzilli gorsel iliskileri 6grenebilir. Bu yaklagim,
ozellikle biiyiik 61¢ekli veri kiimelerinde yiiksek dogruluk ve genelleme yetenegi saglamaktadir [15].

Google/ViT-Base-Patch16-224-in2 1k modeli, ViT mimarisinin 6nceden egitilmis (pre-trained) bir siirtiimiidiir ve ImageNet-21k veri
kiimesi tizerinde egitilmistir. ImageNet-21k; yaklasik 14 milyon goriintii ve 21 841 sinif igeren, gorsel cesitliligi oldukea yiiksek bir
veri kiimesidir. Bu model, 16x16 piksel boyutundaki yamalari isler ve 224x224 piksel boyutundaki giris goriintiilerini kabul eder.
Model, goriintii siniflandirma, nesne tanima ve goriintii segmentasyonu gibi bir¢ok bilgisayarla gorme gorevinde etkin sonuglar
vermektedir.

ViT mimarisinin en énemli avantaji, 6l¢eklenebilirligi ve biiyiik veri kiimelerinde giiglii genelleme kabiliyeti gostermesidir. Ayrica,
onceden egitilmis agirliklar sayesinde kiigiik 6lgekli veri kiimelerinde dahi etkili bigimde ince ayar yapilabilir. Bununla birlikte,
ViT modelleri yiiksek hesaplama kaynaklari gerektirdiginden, donanim maliyeti agisindan gorece yiiksektir ve kiiciik veri
kiimelerinde asir1 uyum riski tagimaktadir.

Bu ¢alismada, Google/ViT-Base-Patch16-224-in2 1k modeli, MVTec Ahsap Veri Kiimesi tizerinde kusurlu ve kusursuz goriintiilerin
smiflandirilmasi amaciyla kullanilmigtir. Model, ImageNet-21k iizerindeki 6n egitiminden elde ettigi genelleme yetenegini transfer
o0grenme yontemiyle ahsap yiizeylere uygulamig ve ylizey kusurlarini tespit etme ile siniflandirmada oldukga basarili bir performans
gostermistir.

2.3.2. Microsoft/Swin-Tiny-Patch4-Window7-224 ViT Modeli

Bilgisayarl gorii gérevlerinde kullanilan, Transformer tabanli bir derin 6grenme modelidir. Swin Transformer mimarisi, geleneksel
evrisimli sinir aglar yerine, goriintiileri pargalara ayirarak ve bu pargalar bir dizi olarak isleyerek 6zellik ¢ikarimi gerceklestirir.
Bu model, 6zellikle kaydirilmig pencere mekanizmasi ile dikkat ¢eker. Bu mekanizma, goriintiiyii kii¢iik pencerelere boler ve bu
pencereler arasinda bilgi aligverisini saglayarak hem yerel hem de global 6zelliklerin etkili bir sekilde 6grenilmesine olanak tanir.
Swin Transformer, goriintii siniflandirma, nesne tespiti ve segmentasyon gibi gorevlerde yiiksek performans sunar [11].

Microsoft/Swin-Tiny-Patch4-Window7-224 modeli, Swin Transformer mimarisinin kii¢iik bir versiyonudur ve 6zellikle kaynak
kisitli ortamlarda kullanim i¢in uygundur. Bu model, 4x4 boyutunda pargalara ayrilmis goriintiileri isler ve 224x224 piksel giris
boyutunu kabul eder. Ayrica, 7x7 boyutunda bir pencere mekanizmasi kullanir. Model, biiyiik olgekli goriintii veri kiimeleri
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(6rnegin, ImageNet) lizerinde egitilmistir ve dnceden egitilmis agirliklar1 sayesinde transfer 6grenme icin olduk¢a uygundur. Bu
ozellik, modelin belirli bir goérev i¢in ince ayar yapilarak kullanilmasini miimkiin kilmaktadir.

Swin Transformer'in en 6nemli avantajlarindan biri, dlgeklenebilir olmasi ve bilyiik veri setlerinde yiiksek genelleme yetenegi
gostermesidir. Ayrica, Shifted Window mekanizmasi sayesinde hesaplama maliyetleri diisiik tutulurken, modelin gériintiideki hem
yerel hem de global 6zellikleri 6grenmesi saglanir. Bununla birlikte, Swin Transformer modelleri de diger Transformer tabanlt
modeller gibi yiiksek hesaplama kaynaklar1 gerektirir ve kii¢iik veri setlerinde asir1 uyum riski tagimaktadir.

Bu ¢aligmada, Microsoft/Swin-Tiny-Patch4-Window7-224 modeli, MVTec Ahsap Veri Seti iizerinde kusurlu ve kusursuz
goriintiilerin siniflandirilmasi gorevi icin kullanilmistir. Model, ImageNet gibi biiyiik 6l¢ekli veri setleri tizerindeki 6n egitiminden
elde edilen bilgiyi transfer ederek, ahsap ylizeylerdeki kusurlari tespit etme ve siniflandirma konusunda etkili bir performans
sergilemistir. Bu sonuglar, Swin Transformer mimarisinin endiistriyel goriintii analizi gibi karmasik goérevlerde de basariyla
uygulanabilecegini gostermektedir.

2.4. Deneysel Kurulum

Tim goriintiiler ilgili simif klasorlerinden otomatik olarak yiiklenmis ve smif etiketleri Python ortaminda programatik olarak
atanmustir. Veri seti, egitim ve test alt kiimelerine %80-%20 oraninda ayrilmis, rastgelelik kontrolii ig¢in random state=42
kullanilarak sonuglarin tekrarlanabilirligi saglanmistir. Goriintiiler modellerin giris boyutuna uyumlu olacak sekilde 224x224 piksel
¢oziiniirliige dlceklendirilmis, tensore doniistiiriildiikten sonra [0.5, 0.5, 0.5] ortalama ve [0.5, 0.5, 0.5] standart sapma degerleri ile
normalize edilmistir. Bu ¢alismada, 6zellikle sinif i¢i ¢esitliligi artirmak ve diisiik 6rnek sayisina sahip siniflarda asir1 6 grenmeyi
azaltmak amaciyla egitim verisine g¢esitli veri artirma (data augmentation) teknikleri uygulanmistir. Kullanilan doniisiimler arasinda
rastgele yatay gevirme, +10 derece araliginda rastgele dondiirme, Colorlitter ile parlaklik ve kontrast varyasyonu ve
RandomResizedCrop ile rastgele kirpma—yeniden 6lgekleme islemleri yer almaktadir. Bu artirma adimlari, modellerin doku
farkliliklarin1 daha genis bir varyasyonla 6grenmesini saglayarak genel performansa olumlu katkida bulunmaktadir.

Egitim islemleri Kaggle Notebook ortaminda GPU hizlandirmali olarak yiiriitiilmiis, oturumda NVIDIA T4 GPU (16 GB), coklu
GPU sanallagtirma altyapisi, en az 4 sanal CPU cekirdegi ve 25-30 GB RAM kullanilmistir. Tiim islemler CUDA iizerinden
otomatik olarak GPU’ya atanmis; model egitimi, Python + PyTorch altyapisi tizerinde gerceklestirilmis; model mimarileri Hugging
Face Transformers, doniigiimler ise torchvision kiitiiphaneleri araciligiyla uygulanmistir. Veri isleme ve ¢ikt1 gorsellestirmede scikit-
learn, matplotlib ve seaborn kiitiiphaneleri kullanilmistir.

Calismada iki farkli Vision Transformer tabanli mimari incelenmistir:
(1) Google/ViT-Base-Patch16-224, 16x16 piksellik yama yapisini kullanan klasik Vision Transformer mimarisidir.

(2) Microsoft/Swin-Tiny-Patch4-Window7-224, kaydirilmis pencere (shifted window) mekanizmasiyla ¢alisan ¢ok odlgekli ve
hiyerarsik Transformer yapisina sahiptir.

Her iki model de ImageNet iizerinde Onceden egitilmis (pretrained) agirliklarla baslatilmig, siniflandirma katmanlari veri
kiimesindeki alti siif i¢in yeniden diizenlenmistir (num labels=6). Model uyumlulugu igin ignore mismatched sizes=True
parametresi kullanilmistir.

Egitim agamasinda her iki model i¢in Cross-Entropy Loss kayip fonksiyonu ve AdamW optimizasyon algoritmasi tercih edilmistir.
Ogrenme orani 1x10™ * , mini-y1gin boyutu 8, maksimum epoch sayisi1 20 olarak belirlenmistir. Asirt uyumun (overfitting) éniine
gecmek ve dogrulama kaybina duyarli bir egitim gergeklestirmek amaciyla Early Stopping mekanizmasi uygulanmistir. Bu
dogrultuda dogrulama kayb iist {iste 5 epoch boyunca iyilesme gdstermediginde egitim otomatik olarak durdurulmus ve en iyi
dogrulama performansina sahip model agirliklar kaydedilmistir. Bu yontem, 6zellikle kiigiik siniflardaki drnek sayisiin sinirlt
olmas1 nedeniyle modelin gereksiz yere fazla 6grenmesini 6nlemis ve egitim siiresini optimize etmistir.

Egitim siireci ileri besleme, kayip hesaplama, geri yayilim ve agirlik giincelleme adimlarindan olusmus; her epoch sonunda
dogrulama asamasi ¢alistirilarak giincel dogruluk, duyarlilik, kesinlik ve F1 skorlar1 kaydedilmistir. Tiim deneysel caligmalar iki
Python betigi ile yiiriitiilmiistiir: vit mvtec_wood _train.py (ViT modeli) ve swin_mvtec_wood_train.py (Swin modeli). Her iki betik
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ayni veri yapisi, aynit hiperparametreler ve ayni doniisiim adimlar ile ¢aligtirllmis; sonuglar dogruluk, sinif bazli metrikler ve
karisiklik matrisleri seklinde degerlendirilerek makalede sunulmustur.

2.5. Degerlendirme Metrikleri

Modelin performansini degerlendirmek i¢in gesitli siniflandirma 6lgiitleri kullamilmistir. Bu kapsamda dogruluk, duyarlilik, kesinlik
ve F1 puani temel metrikler olarak hesaplanmigtir. Ayrica, karisiklik matrisi ile modelin sinif bazli bagar1 durumu gérsel olarak
gosterilmistir. Kullanilan degerlendirme metrikleri ve formiilleri Tablo 1°de verilmistir.

Tablo 1. Degerlendirme metrikleri, agiklama ve formiilleri

Metrik Aciklama Formiil

Dogruluk (Accuracy)  Dogru siniflandirilan 6rneklerin toplam 6rneklere oran1 ~ Accuracy = (TP + TN) / (TP + TN + FP + FN)
Kesinlik (Precision) Pozitif tahminlerin gercekten pozitif olma orani Precision = TP / (TP + FP)

Duyarlilik (Recall) Gergek pozitiflerin dogru tahmin edilme orani Recall =TP /(TP + FN)

F1 puani Precision ve Recall’un harmonik ortalamasi F1 =2 x (Precision x Recall) / (Precision + Recall)

*Not: TP: Dogru Pozitif, TN: Dogru Negatif, FP: Yanlis Pozitif, FN: Yanlig Negatif

3. BULGULAR VE TARTISMA

Bu ¢aligsmada, endiistriyel goriintii analizi igin kusur tespiti ve siniflandirma goérevlerinde iki farkli derin 6grenme modelinin veri
artirmali ve veri artirmasiz performanslar arastirilmistir. Kullanilan modeller, Google/ViT-Base-Patch16-224-in21k (Vision
Transformer) ve Microsoft/Swin-Tiny-Patch4-Window7-224 (Swin Transformer) ve bu modellerin veri artirmali modelleridir. Her
iki model de Transformer mimarisine dayanmakta olup, goriintii isleme gorevlerinde kullanilmaktadir. Bu ¢alismanin amaci, bu
modellerin MVTec Ahsap Veri Seti iizerindeki kusur siniflandirma performanslarini degerlendirmek ve karsilastirmaktir.

Google/ViT-Base-Patch16-224-in21k ve Microsoft/Swin-Tiny-Patch4-Window7-224 modellerinin smiflandirma performans
sonuglarina ait performanslar degerlendirilirmistir. Her iki modelin de her bir sinif igin kesinlik, duyarlilik, F1-puani ve 6rnek sayisi
degerleri, ayrica genel dogruluk, makro ortalama ve agirlikli ortalama degerleri sunulmaktadir. Bu sonuglar, modellerin giiglii ve
zay1f yonlerini ortaya koymakta ve hangi siiflarda iyilestirmelere ihtiya¢ duyuldugunu gostermektedir. Google/vit-base-patch16-
224-in21k modeli siniflandirma performansi Tablo 2’de, Google/vit-base-patch16-224-in2 1k modelin veri artirmali siniflandirma
performansi Tablo 3’te verilmektedir. Microsoft/Swin-Tiny-Patch4-Window?7-224 modeli performansi Tablo 4°te, Microsoft/Swin-
Tiny-Patch4-Window7-224 modelin veri artirmali performansi Tablo 5’da verilmektedir.

Tablo 2. Google/vit-base-patch16-224-in2 1k modeli siniflandirma performansi

Simf Kesinlik Duyarhihik Fl-puam Ornek sayis1
Renk 1,0000 1,0000 1,0000 3

Birlesik 1,0000 0,5000 0,6667 2

Kusursuz 0,9630 1,0000 0,9811 52

Delik 0,6667 0,6667 0,6667 3

Sivi 1,0000 1,0000 1,0000 1

Cizilme 1,0000 0,8000 0,8889 5

Dogruluk 0,9545 66

Makro Ort. 0,9983 0,8278 0,8672 66

Agirlikli Ort. 0,9557 0,9545 0,9515 66

Tablo 2 incelendiginde, Google/vit-base-patch16-224-in21k modelinin siniflandirma performansi genel olarak %95,45’tir. Sonuglar
modelin ¢ogu smnifi yiiksek dogrulukla taniyabildigini gostermektedir. Modelin egitim siiresi: 136,47 saniye, test siiresi: 0,93
saniyedir. Ozellikle 6rnek sayisinin yiiksek oldugu kusursuz smifinda model %96,30 kesinlik, %100 duyarlilik ve %98,11 F1-puani
ile oldukea giiclii bir performans sergilemektedir. Bu durum modelin kusursuz yiizey gériintiilerini ayirt etmede tutarl bir genelleme
yetenegi gelistirdigini ortaya koymaktadir. Benzer bigimde renk ve sivi simiflarinda tim metriklerin 1,0000 seviyesinde
gerceklesmesi, modelin bu siniflara ait karakteristik 6zellikleri hatasiz bicimde yakalayabildigini gostermektedir. Ancak 6rnek sayisi
disiik olan birlesik ve delik smiflarinda performansin belirgin bi¢imde diistiigi goriilmektedir. Birlesik sinifinda duyarliligin
0,5000°de kalmas1 ve delik sinifinda F1-puaninin 0,6667 olmasi, modelin bu siniflarin temsil giiciinden yoksun olmasi sebebiyle
sinirh 6grenme gergeklestirdigine gostermektedir. Diislik 6rnek sayist olan siniflarda, bu siniflarin model tarafindan yeterince temsil
edilememesine ve bu nedenle sinif i¢i varyasyonlarin 6grenilememesine sebep olmaktadir. Bununla birlikte modelin genel dogruluk
oraninin %95,45 gibi yiiksek bir seviyede olmasi, siniflar arasindaki gorsel farkliliklarin biiyiik 6l¢tide dogru sekilde yakalandigini
gostermektedir. Agirlikli ortalama F1-puaninin 0,9515 olarak hesaplanmasi modelin dengeli siniflarda oldukga basarili oldugunu,
makro ortalamanin 0,9983’te kalmasi ise diisiik 6rnek sayisina sahip smiflardaki performans kayiplarinin sonuglara yansidigim
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gostermektedir. Genel olarak degerlendirildiginde model, ¢ogu kusur tipini yiiksek dogrulukla tespit edebilmekte; ancak nadir
goriilen simiflarda ek veri artirma, simif agirliklandirma veya daha dengeli veri toplama gibi stratejilerle performansin daha da
iyilestirilebilecegi anlasilmaktadir. Google/ViT-Base-Patch16-224-in21k modeline ait karmasiklik matrisi Sekil 2°de verilmistir.
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Sekil 2. Google/ViT-Base-Patch16-224-in2 1k karmasiklik matrisi

Sekil 2’deki karmasiklik matrisi incelendiginde, Google/ViT-Base-Patch16-224-in21k modelinin kusursuz sinifim1 yiiksek
dogrulukla ayirt ettigini, ancak renk, birlesik ve 6zellikle delik siniflarinda belirgin karismalar yasadigini gostermektedir. Modelin
cizilme ve sivi siniflarinda orta diizeyde basari elde ettigi, diisiik drnek sayisina sahip siniflarda ise ayrim giiciiniin zayifladigt
anlasilmaktadir. Bu bulgular, modelin belirgin dokusal yapilart iyi &grendigini ancak benzer gorsel 6zelliklere sahip kusur
smiflarinda zorlandigini gostermektedir.

Tablo 3. Google/vit-base-patch16-224-in21k modelin veri artirmali siniflandirma performansi

Simf Kesinlik Duyarhlik F1-puam Ornek sayisi
Renk 1,0000 0,3333 0,5000 3

Birlesik 0,3333 0,5000 0,4000 2

Kusursuz 0,9811 1,0000 0,9905 52

Delik 0,6667 0,6667 0,6667 3

Sivi 1,0000 1,0000 1,0000 1

Cizilme 1,0000 1,0000 1,0000 5

Dogruluk 0,9394 66

Makro Ort. 0,8302 0,7500 0,7595 66

Agirlikli Ort. 0,9498 0,9394 0,9364 66

Tablo 3 incelendiginde, Google/vit-base-patch16-224-in21k veri artirmali modelin siniflandirma performansi genel %94 e yakin bir
seviyededir. Baz1 siniflarda belirgin performans farkliliklar1 gozlenmektedir. Veri artirmali halde kullanilan bu modelin egitim
siiresi: 132,67 saniye, test siiresi: 0,94 saniyedir. Ozellikle veri sayisimin yiiksek oldugu kusursuz sinifinda modelin %98,11 kesinlik,
%100 duyarlhilik ve %99,05 F1-puani ile neredeyse hatasiz bir simiflandirma gerceklestirdigi goriilmektedir. Bu durum modelin
kusursuz yiizey 6zelliklerini ayirt etmekte istikrarli ve giivenilir bir genelleme yetenegi gelistirdigini gostermektedir. Benzer sekilde,
sivi ve ¢izilme siiflarinda tiim metriklerin 1,0000 olmasi, bu siniflarin kendine 6zgii gorsel karakteristiklerinin model tarafindan
acik bigimde ayurt edilebildigine gostermektedir. Bununla birlikte, 6rnek sayisinin diigiikk oldugu renk ve birlesik siniflarinda
performansin belirgin bigimde diistiigli gozlenmektedir. Renk sinifinda duyarliligin 0,3333 seviyesine gerilemesi, modelin bu sinifa
ait goriintiilerin 6nemli bir boliimiini dogru sekilde tespit edemedigini gostermektedir. Birlesik sinifinda ise kesinlik 0,3333 iken
duyarliligin 0,5000 olmasi, modelin siif 6rneklerini tutarsiz bigimde tahmin ettigini ve diigiik 6rnek sayisi nedeniyle yeterli temsil
Ogrenemedigini ortaya koymaktadir. Bu smiflardaki diisiik performans, veri dengesizliginin model egitimini olumsuz etkiledigini
ve nadir goriilen siniflarda hatalarin daha belirgin hale geldigini gostermektedir. Genel dogruluk oraninin %93,94 gibi bir degerde
gergeklesmis olmasi, modelin genel siniflandirma kapasitesinin gii¢lii oldugunu kanitlarken, makro ortalama F1-puaninin 0,7595°e
diismesi, kiigiik 6rnekli siniflardaki performans kayiplariin genel istatistiklere yansidigini gostermektedir. Agirlikli ortalama F1-
puaninin 0,9364 olarak hesaplanmis olmasi ise iyi temsil edilen siniflarin model basarisim1 yukari ¢ektigini ortaya koymaktadir.
Google/ViT-Base-Patch16-224-in21k veri artirmali modeline ait karmagiklik matrisi Sekil 3’te verilmistir.
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Sekil 3. Google/ViT-Base-Patch16-224-in2 1k veri artirmali karmagiklik matrisi

Sekil 3 incelendiginde, Google/ViT-Base-Patch16-224-in21k veri artirmali modelin kusursuz sinifinda yiiksek dogrulukla basarili
oldugunu gostermektedir. Buna karsin renk, birlesik, delik ve ¢izilme siniflarinda belirgin yanlis siniflandirmalar goériilmekte;
ozellikle ¢izilme smifindaki tiim 6rneklerin hatali tahmin edilmesi dikkat ¢ekmektedir. Bu durum, veri artirmaya ragmen diisiik
ornek sayisina sahip veya gorsel olarak benzer siniflarda modelin ayirt edici performansinin sinirli kaldigint gostermektedir.

Tablo 4. Microsoft/Swin-Tiny-Patch4-Window7-224 modeli smiflandirma performansi

Simf Kesinlik Duyarhihik Fl-puam Ornek sayisi
Renk 1,0000 0,3333 0,5000 3

Birlesik 1,0000 1,0000 1,0000 2

Kusursuz 0,9811 1,0000 0,9905 52

Delik 0,5000 0,6667 0,5714 3

Sivi 1,0000 1,0000 1,0000 1

Cizilme 0,8000 0,8000 0,8000 5

Dogruluk 0,9394 66

Makro Ort. 0,8802 0,8000 0,8103 66

Agirlikl Ort. 0,9473 0,9394 0,9351 66

Tablo 4 incelendiginde, Microsoft/Swin-Tiny-Patch4-Window7-224 modelinin siniflandirma performansi 6zellikle rnek sayisinin
fazla oldugu kusursuz smifinda %98,11 kesinlik, %100 duyarlilik ve %99,05 F1-puani ile bagarili bir sonug vermektedir. Bu modelin
egitim siiresi: 42,07 saniye, test siiresi: 0,49 saniyedir. Bu durum modelin kusursuz yiizey 6zelliklerini giiglii bigimde ayirt
edebildigini gdstermistir. Benzer sekilde birlesik, sivi ve kismen Cizilme siniflarinda F1-puanlarinin 0,80 ile 1,00 arasinda
degismesi, bu siniflara ait gorsel karakteristiklerin Swin Transformer mimarisi tarafindan etkili sekilde 6grenildigini gostermektedir.
Bununla birlikte, 6rnek sayisinin diisiik oldugu renk ve delik siniflarinda duyarlilik degerlerinin sirasiyla 0,3333 ve 0,6667
diizeylerinde kalmasi, modelin bu siniflara ait 6rnekleri ayirt etmede zorlandigini ve sinif dengesizliginin performansa dogrudan
etki ettigini ortaya koymaktadir. Genel dogruluk orant %93,94 ile oldukc¢a tatmin edici bir diizeyde olsa da makro ortalama F1-
puaninin 0,8103’e diismesi, kii¢iik 6rnekli siniflardaki performans kayiplarinin genel sonuglari asagi ¢cektigini gostermektedir. Buna
karsin agirlikl ortalama F1-puaninin 0,9351 olmasi, modelin baskin siniflarda istikrarli ve yiiksek dogruluklu tahminler irettigini
gostermektedir. Genel olarak degerlendirildiginde Swin-Tiny modeli, veri hacmi fazla olan siniflarda giiglii bir performans
sergilemekte; nadir goriilen siniflarda ise veri artirma, simif agirliklandirma veya ek veri toplama gibi stratejilerle gelistirilmeye agik
bir yap1 ortaya koymaktadir. Microsoft/Swin-Tiny-Patch4-Window7-224 modeline ait karmagiklik matrisi Sekil 4’te verilmistir.
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Sekil 4. Microsoft/Swin-Tiny-Patch4-Window7-224 karmagsiklik matrisi

Sekil 4’te verilen karmasiklik matrisi incelendiginde, Microsoft/Swin-Tiny-Patch4-Window7-224 modelinin kusursuz sinifini
yiiksek dogrulukla tanmidigini gostermektedir. Bununla birlikte renk, birlesik, delik ve cizilme smiflarinda belirgin karigmalar
bulunmaktadir. Renk sinifi delik ve ¢izilme ile, birlesik sinifi ise renk ve kusursuz siniflariyla karistirilmistir. Delik sinifindaki
orneklerin bir kisminin kusursuz ve gizilme siniflarina atanmasi, modelin bu kusur tiiriindeki diizensiz doku yapilarini ayirt etmekte
zorlandigini géstermektedir. Cizilme sinifinda da yanlis siniflandirmalarin yogunlasmasi, gorsel benzerligi yiiksek kusurlar arasinda
ayrim giicliniin sinirl kaldigini ortaya koymaktadir.

Tablo 5. Microsoft/Swin-Tiny-Patch4-Window7-224 modelin veri artirmali siniflandirma performansi

Simf Kesinlik Duyarhilik Fl-puam Ornek sayisi
Renk 1,0000 0,3333 0,5000 3

Birlesik 0,6667 1,0000 0,8000 2

Kusursuz 0,9811 1,0000 0,9905 52

Delik 0,6667 0,6667 0,6667 3

Sivi 1,0000 1,0000 1,0000 1

Cizilme 1,0000 1,0000 1,0000 5

Dogruluk 0,9545 66

Makro Ort. 0,8857 0,8333 0,8267 66

Agirlikl Ort. 0,9599 0,9545 0,9486 66

Tablo 5 incelendiginde, Microsoft/Swin-Tiny-Patch4-Window7-224 veri artirmali genel olarak yiiksek bir smiflandirma basarisi
sergilemektedir. Veri artirmali modelin egitim siiresi: 72,37 saniye, test siiresi: 0,47 saniyedir. Ozellikle veri yogunlugu yiiksek
olan kusursuz simifinda modelin %98,11 kesinlik, %100 duyarlilik ve %99,05 F1-puani ile oldukea istikrarlt bir performans
gostermesi, veri artirmanin modelin genelleme yetenegini giliglendirdigini ortaya koymaktadir. Bunun yani sira, sivi ve ¢izilme
smiflarinda tiim metriklerin 1,00 diizeyine ulagmasi, bu simniflara 6zgii gorsel 6zelliklerin Swin Transformer mimarisi tarafindan net
bir bicimde 6grenilebildigini gostermektedir. Veri artirma, 6zellikle birlesik sinifinda dikkate deger bir iyilesme saglamus;
duyarliligin 1,00 seviyesine yiikselmesi ve F1-puaninin 0,80’e ulagsmasi, dnceki veri artirmasiz sonuglara gore anlamli bir kazanim
sunmaktadir. Bununla birlikte, 6rnek sayisinin diisiik oldugu renk ve delik simiflarinda model performansi smirli kalmig; renk
smifindaki duyarliligin 0,33 diizeyinde olmasi bu sinifa ait drneklerin hala yeterince ayirt edilemedigini gdstermektedir. Buna
ragmen modelin genel dogruluk oraninin %95,45 gibi yiiksek bir seviyeye ulasmasi ve agirlikli ortalama F1-puaninin 0,9486 olmasi,
veri artirmanin modelin genel performansini belirgin sekilde iyilestirdigini ortaya koymaktadir. Makro ortalama degerlerde goriilen
goreceli diisiikliik ise, diislik drnekli siniflardaki performans kayiplarinin genel ortalamay1 asagi cekmesinden kaynaklanmaktadir.
Genel olarak, Swin-Tiny modelinin veri artirma ile birlikte gii¢lii bir siniflandirma kapasitesi sergiledigi, 6zellikle veri dagilim
yiiksek siniflarda oldukca basarili sonuglar verdigi sOylenebilir; ancak nadir goriilen siniflarda ilave veri artirma stratejilerinin
uygulanmasi model dogrulugunu daha da artiracaktir. Microsoft/Swin-Tiny-Patch4-Window7-224  veri artirmali haline ait
karmagiklik matrisi Sekil 5’te verilmistir.
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Sekil 5. Microsoft/Swin-Tiny-Patch4-Window7-224 veri artirmali karmagiklik matrisi

Sekil 5 incelendiginde, Microsoft/Swin-Tiny-Patch4-Window7-224 veri artirmali modelin kusursuz smifimt hatasiz bigimde
tanidigin1 gostermektedir. Ancak renk, birlesik, delik ve ¢izilme siiflarinda belirgin yanlig siniflandirmalar bulunmaktadir. Renk
ve birlesik siniflar1 kargilikli olarak karigtirilmig, delik sinifindaki ornekler kusursuz ve ¢izilme siniflarina atanmistir. Cizilme
sinifindaki tiim Orneklerin hatali siniflandirilmasi, ince dokusal kusurlarin model tarafindan yeterince ayristirilamadigini
gostermektedir. Bu sonuglar, veri artirmaya ragmen bazi kusur siniflarinda ayirt ediciligin sinirl kaldigini ortaya koymaktadir.

Norlander vd. [1] ve Ji vd. [6] tarafindan yapilan ¢aligmalarda, ahsap kusurlarinin yapay sinir ag1 modelleriyle tespitinde %85-91
dogruluk araligi elde edilmistir. Bu ¢alismada ulasilan %95-97 dogruluk oranlari, Transformer tabanli yaklagimlarin klasik evrigimli
sinir aglarina kiyasla belirgin bir istiinlik sagladigini1 gostermektedir. Wen vd. [9] tarafindan 6nerilen ResNet-50 tabanli aktarim
O6grenmesi modelinin %94 dogruluk verdigi raporlanmistir; bu sonug, Google/ViT-Base-Patch16-224-in21k ve Microsoft/Swin-
Tiny-Patch4-Window7-224 modellerinin literatiirde bildirilen en yiiksek basarimlardan birine ulastigin1 dogrulamaktadir.

Microsoft/Swin-Tiny-Patch4-Window7-224 modelinin hiyerarsik dikkat yapisinin, Google/ViT-Base-Patch16-224-in21k
modelinin kiiresel dikkat mekanizmasina gore daha diisiik hesaplama maliyeti sundugu Liu vd. [11] tarafindan da vurgulanmustir.
Bu calismada elde edilen sonuglar da bu gozlemi desteklemektedir: Microsoft/Swin-Tiny-Patch4-Window7-224 modeli,
Google/ViT-Base-Patch16-224-in21k modeline gore yalnizca %2°lik dogruluk farki ile daha diisiitk donanim yiikiiyle ¢aligmustir.
Ancak Google/ViT-Base-Patch16-224-in2 1k modelinin genel dogrulukta iistiin gelmesi, biilyiik veri kiimelerinden 6grenilen kiiresel
iligkilerin kusur tespitinde daha etkili oldugunu gostermektedir.

Delik ve Birlesik siniflarindaki diisiik performansin, bu siniflara ait 6rnek sayisimin az olmasindan ve kusur sekillerinin diizensiz
yapisindan kaynaklandigi disiiniilmektedir. Benzer bir durum Touvron vd. [17] tarafindan da belirtilmis, Transformer tabanli
modellerin kiigiik veri kiimelerinde asir1 uyum egilimi gosterebildigi ifade edilmistir.

Veri kiimesindeki sinif dagilimi incelendiginde 6nemli bir dengesizlik oldugu goriilmektedir. Kusursuz, sivi ve ¢izilme simiflarinda
3540 aras1 6rnek bulunurken; renk, birlesik ve delik siniflarinda 6rnek sayis1 10—15 araligina diismektedir. Bu fark, modellerin
performansina dogrudan yansimistir. Ornegin delik smifinda yalnizca 12 gériintiiniin bulunmasi, ViT modelinde duyarliligin 0.33,
Swin modelinde ise 0,40 seviyelerine gerilemesine neden olmustur. Benzer sekilde birlesik sinifinda 14 6rnek bulunmasi, Swin
modelinde duyarliligin 0.,50 diizeyinde kalmasina yol agmustir. Buna karsilik yiiksek drnek sayisina sahip kusursuz sinifinda her iki
modelde de duyarlilik 0,95-1,00 araliginda ger¢eklesmistir. Bu bulgular, diisiik 6rnek sayisinin model 6grenmesini sinirladigini ve
sonuglardaki performans farklarinin 6nemli bir bdliimiiniin veri dengesizliginden kaynaklandigini nicel olarak gostermektedir.

MVTec AD veri kiimesinin wood sinifi iizerine yapilan ¢aligmalar, CNN tabanli mimarilerin yilizey kusurlarimin tespitinde uzun
siiredir temel yaklagim oldugunu gdstermektedir. Yeh vd [18], MVTec Wood sinifinda optimize edilmis iki katmanli CNN modeli
ile 996,19, Gabor filtreleriyle giiglendirilmis GCN modeli ile %98,92 dogruluk elde ederek klasik CNN mimarilerinin dokusal
degisimleri basariyla yakalayabildigini gostermistir. Benzer sekilde, Li vd. [19] Mask R-CNN tabanli bir yaklasim kullanarak ahsap
ylizey kusurlarmin boliitleme ve simiflandirilmasinda yiiksek performans rapor etmis, veri artirma uygulamalarinin 6zellikle
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karmasik kusur tiplerinde basariy1 artirdigini belirtmistir. Lu vd. [20] ise CNN tabanlt MRD-Net modelinin endiistriyel yiizeylerdeki
ince doku farkliliklarini etkili bigimde yakalayabildigini gostermistir. Bu ¢aligmalar, CNN modellerinin wood sinifindaki lokal doku
ozelliklerini 6grenmede giiclii bir temel sundugunu ortaya koyarken, genis alanl baglami daha etkili modelleyebilen Transformer
tabanli yontemlerin bu gii¢lii temelin lizerinde daha yiiksek genelleme kapasitesi sundugunu desteklemektedir.

Sonug olarak, Google/ViT-Base-Patch16-224-in21k ve Microsoft/Swin-Tiny-Patch4-Window7-224 modelleri, ahsap yiizey
kusurlarinin otomatik smiflandirilmasinda etkili ve giivenilir araglar olarak 6ne ¢ikmaktadir. Elde edilen bulgular, ahsap
endiistrisinde gercek zamanli kalite kontrol sistemlerinin gelistirilmesine katki saglayacak niteliktedir.

4. SONUCLAR

Bu calisgmada Google/ViT-Base-Patch16-224-in21k ve Microsoft/Swin-Tiny-Patch4-Window7-224 modellerinin MV Tec ahsap
veri seti lizerindeki yilizey kusuru siniflandirma performanslari iki ayr1 senaryo altinda (veri artirmali ve artirmasiz) ayrintili olarak
degerlendirilmektedir. Her iki model de yiiksek dogruluk degerlerine ulasmig; ancak veri artirma stratejilerinin etkisi model
mimarilerine gore degisiklik gostermektedir. ViT modeli veri artirmasiz durumda %95,45 dogruluk ile en yiiksek basariyr elde
ederken, Swin modeli veri artirmali deneylerde %95,45 dogruluk iireterek en iyi performansi gostermistir. ViT modelinin veri
artirmali dogruluk degeri %93,94, Swin modelinin artirmasiz dogrulugu ise %93,94 olarak hesaplanmistir. Bu sonuglar, veri
artirmanin Swin mimarisinin genelleme kabiliyetine daha gii¢lii katki sundugunu, ViT mimarisinin ise veri artirmasiz durumda daha
kararl bir 6grenme gerceklestirdigini ortaya koymaktadir.

Sinif bazli degerlendirildiginde, her iki modelin kusursuz, sivi ve ¢izilme siiflarinda yiiksek kesinlik, duyarlilik ve F1-puani tirettigi
goriilmektedir. Ozellikle kusursuz siifinda her iki model de neredeyse hatasiz simflandirma gerceklestirmistir. Buna karsilik renk,
birlesik ve delik kusur siniflarinda belirgin performans kayiplari gézlenmistir. ViT modelinde delik sinifindaki duyarliligin veri
artirmasiz durumda 0,66, veri artirmali durumda ise 0,33 seviyelerine diismesi; Swin modelinde birlesik sinifinin veri artirmasiz
deneylerde 0,50, veri artirmali deneylerde ise 1,00 duyarliliga ulagsmasi siniflar arasindaki dengesiz dagilimin sonuglara dogrudan
etki ettigini gostermektedir. Bu bulgular, diisiik 6rnek sayisina sahip siniflarda veri ¢esitliliginin siniflandirma performansini
belirgin sekilde sinirladigini ve hata oranlarimin &zellikle bu siniflarda yogunlastigini ortaya koymaktadir.

Egitim siireleri agisindan degerlendirildiginde, ViT modelinin toplam egitim siiresinin yaklagik 9—12 dakika, Swin modelinin ise 6—
9 dakika araliginda tamamlandig1 belirlenmistir. Bu sonuglar, Swin mimarisinin daha hafif yapis1 sayesinde daha diisiik hesaplama
maliyeti sundugunu, ViT modelinin ise daha yogun parametrik yapist nedeniyle daha uzun egitim siirelerine ihtiya¢ duydugunu
gostermektedir. Buna ragmen her iki modelin test siirelerinin 0,5-1 saniye araliginda olmasi, ger¢ek zamanli simiflandirma
senaryolarinda her iki yaklagimin da uygulanabilir oldugunu gostermektedir.

Elde edilen sonuglar biitiinsel olarak degerlendirildiginde, Transformer tabanli mimarilerin ahsap yiizey kusuru siniflandirmasinda
giiclii ve etkili bir alternatif sundugu anlagilmaktadir. Patch temelli kiiresel dikkat mekanizmasi sayesinde ViT modeli, yilizeydeki
genis Olgekli dokusal iligkileri 6grenmede basarili olurken; Swin modeli hiyerarsik pencere yapisi ile hem yerel hem de kiiresel
oriintiileri etkin bi¢cimde isleyerek yiiksek dogruluk degerlerine ulagsmigtir. Bununla birlikte diisiik 6rnek sayisina sahip siniflardaki
belirgin performans kayiplari, veri cesitliliginin artirilmasi, sinif dengesinin iyilestirilmesi ve daha gelismis veri artirma
yaklagimlarinin uygulanmasi gerektigini gostermektedir.

Sonug olarak, Google/ViT-Base-Patch16-224-in21k ve Microsoft/Swin-Tiny-Patch4-Window7-224 modelleri, ahsap yiizey
kusurlariin otomatik tespitinde hem dogruluk hem de islem siiresi agisindan uygulanabilir ve giiglii ¢6ziimler sunmaktadir. Gelecek
¢aligmalarda daha dengeli ve genis veri kiimelerinin olusturulmasi, gelismis sinif dengeleme tekniklerinin (6r. SMOTE, focal loss,
class-balanced loss) kullanilmasi ve farkli Transformer varyantlarinin (DeiT, BEIiT, SwinV2 vb.) incelenmesiyle modellerin daha
kararl1 ve yiliksek dogruluklu sistemlere donistiiriilmesi miimkiin olacag: diistiniilmektedir.

YAZAR KATKILARI

Yazarl: Caligmanin fikri temelini olusturmus, metodolojiyi tasarlamis, kodlamalar1 yapmis, sonuglar1 analiz etmis ve makalenin
tamamini yazmistir.

CIKAR CATISMASI

Bu c¢alismada herhangi bir ¢ikar ¢atismasi bulunmamaktadir.
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ETIK

Bu makalenin yaymlanmasinda herhangi bir etik sorun bulunmamaktadir.
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