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OZET

Giinlimiizde riizgar tiirbinleri nedeniyle yilda yaklasik 300.000 kusun yasamini yitirdigi tahmin edilmektedir. Bu calismada,
tiirbinlerin ekosisteme zarar vermeden ¢alismasini saglamak amaciyla yapay zeka destekli bir kus tespit ve miidahale sistemi
tasarlanmistir. Web tlizerinden farkli hava kosullar1 ve uzakliklar1 igeren 100 kus goriintiisiinden veri seti olusturulmus;
YOLOv4-tiny modeli bu veriyle 2000 epok egitilerek %95,8 mAP basarimi elde edilmistir. Egitilmis model NVIDIA Jetson Nano
tizerinde gercek zamanli olarak ¢alistirilmis ve OpenCV tabanh goriintii isleme ile kus tespiti saglanmistir. Tespit durumunda
Arduino kontrollii motor sistemi tiirbin pervanelerini durdurmakta, HC-SR04 sensort ise kus-tiirbin mesafesini 6lcerek karar
mekanizmasini desteklemektedir. Sistem, yiiksek 1sikta ve 30 cm mesafede en iyi sonuglari (18 tespit), diisiik 1s1kta ve 42 cm
mesafede ise en diisiik performansi (7 tespit) géstermistir.

Anahtar Kelimeler: Riizgar tiirbini, YOLOv4-tiny, derin 6grenme, otonom sistemler, ¢evresel siirdiiriilebilirlik

ABSTRACT

It is estimated that approximately 300,000 birds die annually worldwide due to collisions with wind turbines. In this study, an
Al-assisted detection and intervention system was developed to minimize such collisions and enable wind turbines to operate
without disrupting ecological balance. A dataset of 100 bird images under varying weather conditions and distances was
collected, and the YOLOv4-tiny model was trained for 2000 epochs, achieving a mean average precision (mAP) of 95.8%. The
trained model was deployed on an NVIDIA Jetson Nano and used with OpenCV-based image processing for real-time bird
detection. When a bird is detected, an Arduino-controlled motor system stops the turbine blades, while an HC-SR04 ultrasonic
sensor measures the bird’s distance to enhance decision stability. Testing under different lighting and distance conditions
showed the best performance at high light and 30 cm (18 detections), and the lowest performance under low light and 42 cm
(7 detections).
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1. GiRiS

Riizgar enerjisi, fosil yakitlarin yol actifi karbon emisyonlarini azaltma ve enerji liretiminde stirdiiriilebilir
cozlimler sunma agisindan Kkiiresel olarak kritik bir rol oynamaktadir. Ancak, bu yenilenebilir enerji biciminin
cevresel etkileri arasinda 6zellikle kuslarin tiirbin kanatlarina ¢arpmasi sonucu meydana gelen 6liimler, biyolojik
cesitliligin korunmasi agisindan 6nemli bir kaygi dogurmaktadir (Vattenfall, 2025). Kanatlarin donme hizi, rotor
geometrisi, yerlesim stratejileri, yerel kus popiilasyonlarinin go¢ aliskanliklari ve habitat kullanimi gibi bircok
faktor carpisma riskini belirleyici unsurlardir.

Son yillarda, tlirbin kanatlarinin goriiniirliiglinii artirmayr amaclayan boya uygulamalar: laboratuvar ve saha
calismalarniyla incelenmektedir. Ornegin, Norve¢’teki bir calismada ii¢ kanath riizgar tiirbinlerinden bir kanadin
siyaha boyanmasi, “motion smear” etkisini azaltarak yillik kus 6liimlerinde yaklasik %70’lik diistis gostermistir
(May vd. 2020). Oregon State Universitesi'nden arastirmacilar benzer bir uygulamay1 genis kapsamli tiir
analizleriyle tekrarlayarak, bu yontemin farkl kus tiirleri tizerindeki etkisinin ve potansiyel sinirlamalarin daha
netlesmesini hedeflemektedir (Oregon, 2024). Ayrica, kanatlara “uyar1 desenleri” (6rnegin kirmizi, siyah ve sari
kombinasyonlari) eklemenin kus c¢arpismalarini azaltabilecegini 6ne siiren calismalar da bulunmaktadir
(Kekkonen vd., 2025). Gorsel algi disinda, hareket halindeki kus stiriilerini tespit edip erken uyari saglayan yapay
zeka temelli izleme sistemleri de gelistirilmistir. Ornegin Almanya merkezli BirdRecorder projesi, radar, kamera
ve gelismis nesne tespiti (SSD gibi) yontemlerini kullanarak tehlikedeki kus ttirlerini tiirbin kanatlarina 800 m’ye
kadar yaklasmadan siniflandirabilmekte ve carpisma riskini azaltmayr amaglamaktadir (Klar vd., 2025). Benzer
sekilde, offshore (deniz iistii) riizgar enerji sahalarinda samandira tabanhi kameralar ile yapay zekd analizi
yapilarak kuslarin yogunluk, ugus yonti ve ytlikseklik gibi parametreler gercek zamanli izlenmekte; bu sayede tiirbin
operasyonlarinin cevresel risklere gore uyarlanmasi miimkiin olmaktadir (Pallanich, 2025).

Bu literatiir, gorsel iyilestirme (kanat boyama, desen uygulamalari) ile kamera + yapay zeka temelli izleme ve erken
tepki mekanizmalarinin (6rnegin tiirbin hiz ayarlama veya durdurma) carpisma riskini azaltmada umut verici
oldugunu gostermektedir. Ancak hala, farkli kus tiirleri, cografi bolgeler, iklim kosullar1 ve tiirbin yerlesim
konfigiirasyonlar1 dikkate alindiginda evrensel uygulanabilirligi ve etkinligi dogrulanmamis bircok yontem
bulunmaktadir.

Bu ¢alismanin amaci, riizgar tiirbinlerinin ekolojik etkisini en aza indirmek icin gercek zamanl yapay zeka destekli
algilama sistemi iceren entegre bir ¢6zlim tasarlamak ve test etmektir. Boylece, kus mortalitesini azaltirken enerji
tiretim verimliligini koruyarak riizgar enerjisinin siirdiiriilebilirligine katki saglanmasi hedeflenmektedir.

2. LITERATUR TARAMASI

Son yirmi yilda arastirmacilar, gorsel ve akustik algilama yontemlerinden radar tabanli takip sistemlerine ve
otomatik tiirbin durdurma yaklasimlarina kadar cesitli izleme ve onleme stratejilerini incelemislerdir. Son
donemde, derin 6grenme (DL) teknikleri bu yontemlere giderek daha fazla entegre edilmekte ve tespit dogrulugu
ile operasyonel verimliligi arttirmay1 amac¢lamaktadir. Bu b6liimde, 6nceki ¢alismalar; yontem, bulgu ve katkilari
acisindan karsilastirmali olarak incelenmektedir.

Goriintii tabanh algilama yontemleri, RGB ve termal kameralarin bilgisayarla gorme ve derin 6grenme
algoritmalar ile kullanilmasina dayanmaktadir. Giindiiz izlemeleri icin RGB, gece icin ise termal kameralar1 bir
araya getiren bir sistem gelistirmistir. Happ vd. (2021) otomatik bilgisayarla gorme yontemleri sayesinde 24 saat
kesintisiz gozlemin miimkiin oldugu gosterilmis, ancak sis ve yagmur gibi cevresel kosullarin performansi
diisiirdiigii belirtilmistir. Yarbrough vd. (2023) Riizgar santralleri yakininda toplanan termal video verilerini derin
O0grenme ile analiz etmis, YOLO tabanli modeller kullanarak kus, yarasa ve bdcekleri basarili bicimde
siniflandirmistir. Bu ¢alisma, gece ve goc¢ hareketlerinin daha hassas tespit edilebilecegini ortaya koymustur. Liu
vd. (2024) gri tonlu video akislarinda YOLOv4 tabanl tespit algoritmasi uygulamis ve kiiciik kus tiirlerinin ytiksek
dogrulukla tespit edilebildigini, yanlis pozitif oraninin ise dusiik tutulabildigini gostermistir. Bu calismalar, goriintii
tabanli ve DL destekli sistemlerin tiir diizeyinde ytliksek dogruluk sundugunu ortaya koymaktadir. Bununla birlikte,
hava kosullarina duyarhlik ve sinirli goriis alan gibi kisitlar bulunmaktadir.

Radar ve akustik izleme yontemleri, farkli hava ve 151k kosullarinda dayanikliliklarit nedeniyle genis 6l¢ilide test
edilmistir. Desholm ve Kahlert (2005) agik deniz ortaminda radar kullanarak kuslarin ugus yiiksekligi ve go¢
rotalarini incelemislerdir. Bulgular, radar verilerinin riizgar santrali yer sec¢imini ve risk degerlendirmelerini
destekleyebilecegini gostermistir. Arnett vd. (2011) yarasalara yonelik akustik tetiklemeli akilli durdurma
stratejileri onermistir. Calisma, tiirbinlerin yalnizca yarasa etkinliginin yogun oldugu zamanlarda durdurulmasiyla
yarasa Olimlerinin ciddi oranda azaldigini, enerji kaybinin ise sinirli kaldigini géstermistir. Radar genis alan
kapsamasi saglarken, akustik algilama o6zellikle gece etkinliklerinde etkilidir. Ancak her iki yaklasim da tiir bazh
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tanimlamada sinirli kalmaktadir. Bu nedenle, radar ve kamera verilerinin hibrit olarak kullanildigi sistemler 6ne
cikmistir.

Hibrit algilama sistemleri, coklu sensorleri derin 6grenme ve karar mekanizmalariyla birlestirerek hem erken uyari
hem de dogru siniflandirma imkani sunmaktadir. McClure vd. (2021) ¢ok kamerali IdentiFlight sistemini Before-
After-Control-Impact (BACI) tasarimiyla degerlendirmistir. Calismada, kartal 6liimlerinde %82 oraninda azalma
raporlanmis ve otomatik hedefli durdurmanin etkinligi kanitlanmistir. De Lucas (2020) kamera tabanli tespit,
caydiric1 cihazlar ve tirbin durdurma modiillerini entegre eden DTBird sistemini incelemis ve o6zellikle
Avrupa’daki sahalarda carpisma riskini 6nemli 6lciide dusiirdiigiinii gostermistir. Ballester (2024) otomatik
algilama sistemleri i¢in tarafsiz saha degerlendirme protokolii 6nermistir. Tespit orani, yanlis alarm orani, yanit
stiresi ve durdurma etkinligi gibi standart metriklerle projeler arasinda karsilastirilabilirlik saglamistir. Bu
calismalar, hibrit sistemlerin ve otomatik durdurmanin ekolojik koruma ile enerji tiretim verimliligini dengeleyen
en etkili yontemler oldugunu géstermektedir.

Literatilirde ii¢ temel bulgu 6ne ¢cikmaktadir: Gérlintli + DL sistemleri tiir diizeyinde yiiksek dogruluk saglar, fakat
hava kosullarina duyarhdir. Radar ve akustik sistemler genis alan kapsar, gece/gdc tespitinde gticliidiir, ancak tiir
ayrimi sinirlidir. Hibrit + otomatik durdurma sistemleri en yiiksek etkinligi gostermektedir; saha verileri,
mortalitede %50-85 arasinda azalma saglarken enerji kayb1 <%1 seviyesinde tutulur. Bu bulgular, gelecekteki
calismalarda derin 6grenme destekli hibrit algilama sistemlerinin en umut verici yonelim oldugunu ortaya
koymaktadir.

3.YONTEM

Calisma kapsaminda gelistirilen sistem kamera tabanli goriintii isleme birimi, ultrasonik sensor tabanli mesafe
6lciim modiilii, motor kontrol mekanizmasi ve 3D yazici ile tiretilen prototip govdesinden olusmaktadir. Tiirbin
govdesi ve modiil yuvalar1 TinkerCAD ortaminda tasarlanmis, ardindan PLA malzeme kullanilarak 3D yazicida
tretilmistir. Donanim bilesenleri bu gévdeye entegre edilerek islevsel bir prototip elde edilmistir. Tlrbin cevresine
konumlandirilan USB kamera, gercek zamanli goriintiileri NVIDIA Jetson Nano (Quad-core ARM A57 CPU, 128-core
Maxwell GPU, 4 GB RAM, JetPack 4.6.1, Ubuntu 18.04, CUDA 10.2, cuDNN 8.0) lizerinde ¢alisan Python tabanl
yazilima aktarmaktadir. Bu yazilimda, OpenCV kiitiiphanesi ile 6n isleme adimlarindan gecirilen goriintiiler
YOLOv4-tiny derin 6grenme modeli aracilifiyla analiz edilmekte ve kus tespiti yapilmaktadir. Model ¢iktilar, seri
haberlesme protokolii ile Arduino Uno’ya gonderilmektedir. Arduino, aldigi komutlara baglh olarak L298N motor
striicii iizerinden DC motoru kontrol ederek tiirbin kanatlarinin durdurulmasini veya yeniden ¢alistirilmasini
saglamaktadir.

3.1. Sistem Mimarisi

Gelistirilen sistemin genel mimarisi Sekil 1'de gosterilmektedir. Nvidia Jetson Nano, USB portu iizerinden Arduino
UNO baghdir. Arduino UNO bu baglanti ile hem 5V gii¢ beslemesini hem de seri haberlesmeyi yapmaktadir. Seri
haberlesme, Jetson Nano’daki YOLO tabanli kararin Arduino’ya aktarilmasi i¢in kullanilir. Jetson Nano, tespit
akisinda tek baytlik kontrol komutlar1 gonderir. ‘S’ (Stop) kus tespitinde motoru aninda durdurur. ‘R’ (Run)
zamanlayici doldugunda motoru yeniden ¢alistirir.

Komutlar diisiik gecikmeyle L298N t{izerinden motor durumunu degistirir. Motor siirticii ile dc motorun doniis
yoniinii berlirlemek i¢in IN1 ve IN2 pinleri, Arduino UNO’da 2 ve 3 dijital pinlerine; motorun hizint PWM sinyali ile
ayarlamak i¢in de ENA pini 5 no’lu dijital pine baglanmistir. HC-SR04 mesafe sensort ile ses dalgasi gondermek
icin kullanilan tetikleme sinyali Arduino UNO’da 6 no’lu dijital pine; yansiyan ses dalgasinin siiresini 6l¢cmek icin
de kullanilan Echo, Arduino UNO’da 7 no’lu dijital pine baglanmistir. Sensortin giic beslemesi i¢in de VCC ve GND
sirasiyla Arduino UNO’da 5V ve GND pinlerine baglanmistir.
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Sekil 1. Sistem genel mimarisi ve prototip
3.2. YOLO ile Kus Tespiti ve Olgeklendirme

Bu ¢alismada yalnizca “kus (bird)” sinifini icerecek sekilde 6zgiin bir nesne tespit modeli YOLOv4-tiny mimarisi ile
olusturulmustur. YOLOv4-tiny siirimt, Jetson Nano'nun 128 CUDA cekirdekli GPU mimarisiyle en uyumlu ve
gercek zamanl calismaya elverisli yapidadir. Daha yeni YOLO siirtimleri (v5, v8) daha yiiksek donanim
gereksinimlerine sahip oldugundan, gomiilii sistem kosullarinda gecikmesiz performans elde etmek amaciyla
YOLOv4-tiny tercih edilmistir. Ilk adimda, Sekil 2.a’da 6érnekleri sunulan ve farkli hava kosullarinda, degisen
uzakliklarda ya da siirii halinde ucan kus goriintiilerinden olusan 100 resimden olusan bir veri seti hazirlanmistir.
Bu resimler Labellmg uygulamasi ile YOLO i¢in etiketlenmistir. Darknet icin gerekli dosyalar hazirlanarak
obj.names, obj.data ile birlikte goriintii yollarini iceren train.txt ve valid.txt olusturulmustur. Veri kiimesi %80
egitim, %20 test olacak sekilde disarda tutma dogrulama yontemi ile boliinmiistiir. yolov4-tiny.cfg dosyasi tek
sinifa uyarlanarak son katmanlarda filters=(classes+5)*3 ve classes=1 ayarlar1 yapilmistir. YOLOv4-tiny
mimarisinde son katmandaki filtre sayisi (classes + 5) x 3 formiiliiyle hesaplanir. Bu ¢alismada yalnizca tek sinif
(‘bird”) bulundugundan filters = (1 + 5) x 3 = 18 olarak ayarlanmistir. Egitim, COCO veri kiimesiyle énceden
egitilmis yolov4.conv.137 agirliklar kullanilarak baslatilmistir. Bu agirliklar, genis 6l¢ekli nesne ¢esitliligi iceren bir
veri kiimesinden tiiredigi icin, sinirli sayida 6zgiin kus goriintiisiiyle yapilan yeniden egitim stirecinde modelin
daha hizli ve kararli 6grenmesi saglanmistir. Her 100 iterasyonda mAP degerleri izlenerek ilerleme takip edilmistir.
mAP’in tepe yaptigl iterasyonda liretilen en iyi agirliklar nihai model olarak secilmistir. Egitime ait mAP ve kayip
egrileri Sekil 2.b’de gosterilmektedir. Baslangicta olduk¢a ytliksek olan kayip (loss) degerinin iterasyon sayisi
arttik¢a diizenli bir sekilde azaldig1 goriilmektedir. Yaklasik 2000 iterasyon sonunda ortalama kayip degeri 0,90
seviyesine kadar diismustiir. YOLOv4-tiny modeli ile yiiksek (%95-97) mAP ile kararli hale gelmistir. Son asamada
egitilen bu model Jetson Nano lizerine entegre edilerek, thresh=0.5 ve nms=0,45 parametreleri ile kus tespitinde
kullanilmistir.

Sekil 2. (a) Kus gorsellerinden olusan 6zgiin veri seti, (b) Yolo modeli mAP-epok ve Kayip-epok grafigi
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3.3. Yazilim

Calisma kapsamin pervane kontrolii i¢cin Arduino ortaminda bir yazilim gelistirilmistir. Bu yazilimin akis semasi
Sekil 3’te gosterilmektedir. Bu akis semasinda goriilen “Manuel kontrol” Jetson Nano’dan gelen komutlarla
motorun dogrudan kontrol edilmesi anlamina gelir. Bu modda, mesafe sensorii verileri dikkate alinmaz. Boylece
YOLO tabanli kus tespiti yapildiginda motorun otomatik olarak durdurulmasi saglanir. Sistem c¢alismaya
basladiginda motorDurumu=true ve manuelKontrol=false degerleri atanir. Bu, motorun varsayilan olarak
calistigini ve kontroliin otomatik (sensor tabanli) modda oldugunu ifade eder. Eger manuel kontrol aktif degilse
(‘fmanuelKontrol), ultrasonik mesafe sensériinden alinan deger degerlendirilir. Olgillen mesafe esik degerin
(6rnegin 20 cm) altina diiserse motor durdurulur, 4 saniye beklenir ve ardindan tekrar c¢alistirilir. Bu asama,
kuslarin veya herhangi bir cismin tiirbine ¢ok yaklasmasi1 durumunda otomatik glivenlik mekanizmasi islevi goriir.
Ancak manuel kontrol aktif olmamasi sadece sensor tabanl algilamanin aktif oldugu anlamina gelmemektedir.
Ciinkii bu modda Jetson Nano’dan gelen komutlar da degerlendirilmektedir. Eger Jetson Nano’dan seri haberlesme
ile komut gelirse sistem manuel kontrol moduna gecer. Komut ‘S’ oldugunda motor durdurulur,
manuelKontrol=true yapilir ve boylece sensor devre disi birakilarak karar tamamen goriintii isleme tabanli sisteme
birakilir. Aksi halde sensore yakin nesne olmadigi icin sensor tabanli kontrol tarafindan pervane ¢alistirilabilir. Bu
da hatali calismaya sebep olur. Komut ‘R’ oldugunda motor tekrar c¢alistirilir, manuelKontrol=false yapilir ve hem
sensOr hem de yapay zeka temelli kontrol aktif edilmis olur.

Kamera akis, cap.isOpened() fonksiyonu true oldugu siirece siirekli devam etmektedir. Her iterasyonda cap.read()
fonksiyonu ile yeni bir kare okunmakta, kare alinamadigi durumlarda dongli sonlandirilmaktadir. Kamera
dongilistinde her kare cap.read() ile alinir. Okuma basarisiz oldugunda gecgersiz goriintii islenmez; sistem glivenli
moda alinarak (motor durdurulur) kamera akisi yeniden baslatiir. Boylece bozuk/bos Kkarelerden
kaynaklanabilecek beklenmedik davranislar engellenir. Bu ydntem sayesinde sistem, gercek zamanli kus
algilamasini motor kontrolii ile entegre ederek ¢arpisma riskini en aza indirmektedir.

motorDurumu=true
manuelKontrol=false
T

+
Evet
Hayir Hayir l
——— mesafe < 20 cm
Hayir
Evet
vet | Serial.available() > 0
motorDurumu=false
motoruDurdur()

4 sn bekle
motorDurumu=true

Evet l

komut=Serial.read()

komut=='S’ _ Hayir | komut=="R’ Hayir \

Evet L Evet l

motorDurumu=false motorDurumu=true
manuelKontrol=true manuelKontrol=false
motoruDurdur() motoruBaslat()

Sekil 3. Yazilim akis semasi

4. BULGULAR

Gelistirilen sistem prototipi farkli deneysel calismalarla test edilmistir. Bu testlere ait bir goriintii ve test diizenegi
Sekil 4’'te gosterilmektedir. Bu sistemde NVIDIA Jetson Nano lzerindeki JetPack sistem yazilimi tzerinde
calistirilan, Python tabanlh yazilim OpenCV, ve YOLOv4 Tiny algoritmasi kullanarak tiirbin ¢evresindeki kuslari
tespit etmektedir.
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Sekil 4. Gercek zamanli goriintii tespiti

Sistemi test etmek icin farkli deneysel tasarimlar gerceklestirilmistir. ilk deneysel tasarimda mesafe sensorii
sistemden ¢ikarilmis ve sadece YOLO ile goriintiilerden kus tespiti yapilarak sistemin performansi test edilmistir.
Bu deneysel tasarimda elde edilen bulgular Tablo 1'de gosterilmektedir. Testler yaklasik 50 lux (diisiik), 200 lux
(orta) ve 500 lux (yiiksek) aydinlatma diizeylerinde gerceklestirilmistir. Aydinlatmanin ytiksek seviyede oldugu
ortamlarda kus carpma orani %30 ile %35 arasinda, aydinlatmanin orta seviye ortamlarda bu oran %45 ile %50
arasinda, aydinlatmanin diisiik seviye oldugu ortamlarda ise %75 ile %80 arasinda 6l¢tilmustiir.

Tablo 1. Prototip kamera ile kus tespit verileri

Ortam Isik Seviyesi | Gozlenen Kus Sayisi | Tespit Edilen Kus Sayisi
Yiiksek 13

Orta 10

Diisiik 20 4

Diisiik 5

Orta 9

Yiiksek 14

Ikinci deneysel tasarimda sistemin performansini artirmak amaciyla mesafe sensérii ve kameranin birlikte
kullanilmistir. Bu deneysel tasarimda elde edilen bulgular Tablo 2’de gosterilmektedir. Ortam 151k seviyesinin
yliksek seviyede oldugu ortamlarda kus ¢arpma orani mesafe degerinin artmasina gore %10-%25 arasinda, 151k
seviyesinin orta seviyede oldugu ortamlarda mesafe degerinin artmasina gore kus carpma orani %30-%45
arasinda, ortam 151k seviyesinin diisiik seviyede oldugu ortamlarda mesafe degerinin artmasina diisiik seviyede
carpma orani %55-%65 arasinda kaydedilmistir. Bulgulardan hareketle, kameranin kisa mesafelerde daha hizl ve
dogru calistigini, mesafe arttikca hem algilama siiresinin uzadigini hem de basar1 oraninin azaldigini
gostermektedir. Ayni zamanda ortam 151k degerinin ytikselmesi kus tespit oranini anlamli oranda artmistir.

Tablo 2. Prototip mesafe sensorii ve kamera ile kus tespit verileri

Ortam Isik Seviyesi Mesafe(cm) Gozlenen Kus Sayis1  Tespit Edilen Kus Sayisi

Yiiksek 30 20 18
Yiiksek 50 20 15
Diisiik 20 20 10
Diisiik 40 20 9

Orta 35 20 13
Orta 45 20 12
Diisiik 25 20 9

Diisiik 42 20 7

Orta 32 20 14
Orta 44 20 12
Yiiksek 33 20 18
Yiiksek 49 20 16

5.SONUCLAR VE TARTISMA

Bu calismada gelistirilen kamera ve mesafe sensorii tabanli algilama sistemi, 6zellikle aydinlik kosullarda yiiksek
dogrulukla calismis, kisa mesafelerde hizli tepki vererek kuslarin tirbin kanatlarina yaklasmadan once
algilanmasini miimkiin kilmistir. Ancak karanlik ortamlarda performansin zayiflamasi ve mesafe arttik¢a dogruluk
oraninda diisiis g6zlenmesi, sistemin tek basina tiim kosullarda yeterli olmadigini gostermektedir.

Elde edilen bu bulgular, literatiirde rapor edilen sonuglarla paralellik gostermektedir. Happ vd. (2021) goriinti
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tabanl izleme sistemlerinin giindiiz kosullarinda etkinligini vurgulamislar, ancak diisiik 1s1k kosullarinda
performansin belirgin sekilde diistiiglinii bildirmislerdir. Yarbrough vd. (2023) termal kameralarin gece
kosullarinda tespit basarisini artirabilecegini gostermislerdir. Bu durum, mevcut ¢alismada kamera tabanh
sistemin sinirliliklarinin radar veya termal sensorlerle entegre edilmesi gerektigini ortaya koymaktadir.

Ayrica, bu ¢calismada kisa mesafelerde YOLOv4 ile yiiksek tespit ve basari orani elde edilmesi Liu vd., (2024)'nin
calismasinda elde edilen sonuglarla uyumludur. Bununla birlikte, uzak mesafelerde dogrulugun azalmasi, yalnizca
gorsel sistemlere dayali yaklasimlarin sinirli kapsama alanina sahip oldugunu bir kez daha dogrulamaktadir.

Calismanin bitiinciil yaklasimi, yani gorsel iyilestirme ile yapay zeka destekli algilama sistemlerinin birlikte
kullanimy, hibrit ¢éziimlerin daha etkili oldugunu savunan ¢alismalara da paralel bulgular sunmaktadir. McClure,
(2021) tarafindan sunulan IdentiFlight sistemi, kamera tabanli otomatik durdurma ile kartal 6liimlerinde %82
oraninda azalma saglamistir. Benzer sekilde De Lucas (2020) tarafindan gelistirilen DTBird sistemi, kamera tabanh
tespit ile caydirici ve otomatik durdurma modiillerini bir arada kullanarak kus ¢arpisma riskini 6nemli 6l¢iide
azaltmistir.

Bu sonuglar, mevcut calismada kullanilan yaklasimin da benzer bicimde etkili olabilecegini gdstermektedir.
Ozellikle, gorsel iyilestirme yontemlerinin yapay zeka tabanh algilama sistemleriyle entegre edilmesi, carpisma
riskini daha da azaltabilecek kapsamli bir strateji sunmaktadir (May, 2020). Genel degerlendirme sonucunda, bu
calisma riizgar tiirbinlerinin kus 6liimlerine neden olan etkilerini azaltmaya yonelik mevcut bilimsel yaklasimlari
desteklemekte ve bu alanda biitlinlesik bir ¢6ziim modelinin gerekliligini ortaya koymaktadir. Elde edilen sonuclar,
surdiiriilebilir enerji tiretimi ile ekolojik dengenin korunmasi arasindaki hassas iliskinin saglanmasinda énemli bir
katki sunmaktadir.

Bu c¢alismanin bazi simirhliklar1 bulunmaktadir. Oncelikle, kamera tabanh sistemin diisiik 151k kosullarindaki
performansi, sensoriin dinamik aralig1 ve giiriiltii seviyesi nedeniyle azalmaktadir. RGB kameralar belirli bir lux
seviyesinin altina inildiginde yeterli kontrast liretemediginden, kuslarin siluetleri arka planla biitiinlesmekte ve
tespit basaris1 diismektedir. Bu durum, 6zellikle gece veya sisli hava kosullarinda sistemin giiven skorlarini
olumsuz etkilemektedir. Egitimde kullanilan veri seti sinirll sayida (100 goriintii) 6zgiin kus gorselinden
olusmaktadir. Veri setinin kiiciilk boyutu, derin 6grenme modelinin farklhh tir, a¢1 veya arka plan
kombinasyonlarinda genelleme yetenegini kisitlamaktadir. Bu nedenle model, sahadan elde edilecek daha genis ve
cesitlendirilmis veri setleriyle yeniden egitildiginde daha yiiksek dogruluk potansiyeline ulasabilir. Testlerin
laboratuvar 6lgekli ortamda yapilmis olmasi, sistemin agik arazideki riizgar, yagis, yansima ve hareketli arka plan
gibi karmasik kosullarda denenmemis oldugu anlamina gelmektedir. Bu da sonuclarin saha kosullarinda birebir
ayni performansla tekrarlanamayabilecegini gostermektedir. Son olarak, donanim olarak kullanilan NVIDIA Jetson
Nano enerji verimliligi acisindan avantajli olsa da daha karmasik aglarin (YOLOv5, YOLOv8 vb.) ¢alistirilmasinda
islem giicli sinirlayict olabilmektedir. Gelecekte yapilacak saha testlerinde daha gili¢li gomiili platformlarin
(6rnegin Jetson Xavier veya Orin serisi) ve farkli sensorlerin (IR, termal, radar) entegrasyonu, bu siirliliklarin
onemli bir kismini ortadan kaldiracaktur.

Ayrica, bu calisma gelecekte yapilacak arastirmalara yon verebilecek bazi dneriler sunmaktadir:

e Sensor Entegrasyonu: Kamera tabanli sistemlerin radar ve termal sensorlerle entegre edilmesi, farkl
sensorlerin gii¢lii yonlerini bir araya getirerek daha kapsamli ve giivenilir bir tespit altyapisi olusturacaktir.

e Algoritma Ozellestirme: Kus siiriilerini tanimlayan derin 6grenme algoritmalarinin farkli cografi bélgeler
ve kus tirlerine uyarlanmasi, sistemin genel dogruluk diizeyini artiracaktir. Bu kapsamda, ¢esitlendirilmis
veri setleriyle algoritmalarin yeniden egitilmesi 6nem tasimaktadir.

e (Cevresel Faktorlerin Analizi: Riizgar hizi, hava kosullar1 ve mevsimsel degisimlerin kus davranislari
uzerindeki etkilerinin derinlemesine incelenmesi, sistemlerin farkl iklim kosullarina uyum saglayabilmesi
acisindan kritik 6éneme sahiptir. Ozellikle go¢ dénemlerinde tiirbin sahalarinda uygulanabilecek 6zel
stratejiler gelistirilmelidir.

e Saha Uygulamalar:: Calismada oOnerilen yontemlerin farkli cografi bolgelerde ve ekosistemlerde test
edilmesi, yontemin uyarlanabilirligini artiracak ve daha genis 6lgekli bir veri tabani olusturulmasina katki
saglayacaktir.

e Uzun Siireli izleme: Sistem performansinin mevsimsel ve yillik degisimlere karsi degerlendirilmesi
amaciyla uzun vadeli saha ¢alismalarinin yiiriitiilmesi 6nerilmektedir.

e Diistik 151k kosullarinda sistem performansindaki diisiis, RGB kameralarin siirli dinamik aralik ve diisiik
lux duyarhiligindan kaynaklanmaktadir. Bu nedenle, gelecekteki uygulamalarda kizilotesi (IR) ve termal
goriintiileme destekli gece goriis kameralarinin sisteme entegre edilmesi planlanmaktadir. IR kameralar,
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goriiniir 151k bulunmadiginda dahi kizilétesi dalga boylarinda goriintii alabilmekte ve bu sayede kuslarin
hareketini karanlik ortamlarda tespit etmeye olanak saglamaktadir. Termal kameralar ise canlilarin viicut
1s1sin1 algilayarak tamamen karanlik kosullarda bile 1s1 kontrastina dayali algilama yapabilir.

Cikar Catismasi Beyani

Makale yazarlar1 aralarinda herhangi bir cikar ¢atismasi olmadigini beyan ederler.

Yazar Katkis1 Beyani
Yazar-1, Yazar-3: Fikir, Orijinal Taslak Olusturma, Yazim, Metot Olusturma, Deneysel ¢calisma, Sonug ve Tartisma

Yazar-2: Kontrol etme ve dilizeltme, Makalenin yapisinin diizenlenmesi, Sonug ve Tartisma
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