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Oz

Bu calisma ile yapay zekanin (YZ) aragsal akilcilik baglaminda iletisim siireglerinde nasil islev gordigii
incelenmistir. Aragsal akilcilik, verimliligi artirmak amaciyla YZ nin belirli hedeflere ulasmada kullanilan bir arag
olarak ele alinmasini ifade ederken bu yaklagimin etik degerler ve toplumsal sorumluluklarla nasil dengelenmesi
gerektigi iizerinde durulmustur. YZ, hiz, dogruluk ve erisim kapasitesi ile bireylerin ve kurumlarin iletigim
ihtiyaclarini etkin bigimde karsilamaktadir. Ancak yalnizca verimlilik odakli kullanilan YZ’nin mahremiyet,
kullanict haklar1 ve etik sorumluluk gibi temel degerlere zarar verebilecegi tartisilmistir. Ornegin, sosyal medya
algoritmalari, kullanici dikkatini ¢gekme amaciyla manipiilasyon tehdidi olusturabilir, sanal asistanlar mahremiyet
ihlallerine yol agabilir. Calismanin bulgulari, YZ’nin verimliligi saglama amaciyla gelistirilmesinin yani sira insan
odakli bir etik ¢ergeveye sahip olmasiin 6nemini vurgulamaktadir. Bu dogrultuda, YZ’nin toplumla uyumlu ve
sorumlu bir yapiya sahip olabilmesi i¢in, etik degerlerin siireglere entegre edilmesi gerektigi sonucuna ulasilmistir.
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Abstract

This study examines how artificial intelligence (Al) functions within communication processes in the context of
instrumental rationality. Instrumental rationality refers to considering Al as a tool to achieve specific goals,
primarily aimed at enhancing efficiency, while emphasizing the balance that must be maintained with ethical
values and social responsibility. Al effectively meets the communication needs of individuals and institutions
through its speed, accuracy, and accessibility. However, the study discusses that Al, when used solely for
efficiency, can potentially compromise fundamental values such as privacy, user rights, and ethical responsibility.
For instance, social media algorithms, in seeking to capture user attention, may pose a threat of manipulation,
while virtual assistants can lead to privacy breaches. The findings underscore the importance of developing Al not
only for efficiency but also within a human-centered ethical framework. Accordingly, the study concludes that to
ensure Al operates in a socially compatible and responsible manner, ethical values must be integrated into its
processes.
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Giris

Gunumuzde yapay zekad (YZ), iletisimde aragsal bir akilcilik gergevesinde, amag ve
verimlilik odakli yaklasimlarla genis bir kullanim alani1 bulmaktadir (Floridi ve Cowls, 2019).
CUnku YZ, belirli hedeflere yonelik olarak kullanilan rasyonel bir arag olarak, bireylerin ve
kurumlarmn ihtiyaglarina hizli ¢6ziim sunma kapasitesine sahiptir (Bostrom ve Yudkowsky,
2014). Bu noktada YZ, bilgiye hizli erisimi saglayarak ve karmasik iletisim siireglerini
kolaylastirarak bireylerin ve kurumlarin iletisim ihtiyaclarina hiz ve etkinlik kazandirmaktadir
(Crawford, 2021). Ancak, YZ’nin iletisimdeki bu islevi, aragsal akilcilik (instrumental
rationality) ile Ortlisen belirli hedeflere ulasma amaciyla sinirlandirildiginda, etik degerlerin
ihlali ve bireysel haklarin goz ardi edilmesi gibi bazi sorunlar1 da beraberinde getirebilir
(Mittelstadt, Allo, Taddeo, Wachter ve Floridi, 2016). Burada amag, YZ’nin yalnizca aragsal
bir nesne mi yoksa etik ve toplumsal sorumluluklarla uyumlu bir aktor olarak mi1 ele alinmasi
gerektigi sorunsalini derinlemesine irdelemektir (Coeckelbergh, 2020).

YZ, iletisim siire¢lerinde hiz, dogruluk ve kesintisiz erisim saglama kapasitesiyle biiyiik
bir doniisiim yaratmistir (Brynjolfsson ve McAfee, 2014). Giiniimiizde dogal dil isleme
(Natural Language Processing - NLP), derin 6grenme algoritmalari ve makine 6grenmesi gibi
gelismis YZ teknikleri sayesinde, sistemler karmasik sorulari yanitlayabilir, biliyiik veri
kiimeleri Gzerinde dakikalar igerisinde analizler yaparak anlamlar ¢ikarabilir ve hatta insan
etkilesimlerini taklit edebilir hale gelmistir (Devlin, Chang, Lee ve Toutanova, 2019). Bu
baglamda YZ, chatbotlar, sanal asistanlar, sesli yanit sistemleri ve sosyal medya algoritmalari
araciligiyla farkli iletisim platformlarinda entegre bir yap1 sunmaktadir. Bu teknolojiler,
verimlilik ve kolaylik saglamak amaciyla kullanilirken ayni1 zamanda veri toplama ve analiz
streclerini de etkin bir bicimde yurutebilme kapasitesine sahiptir (Van Wynsberghe, 2021).

Aragsal akilcilik, Max Weber tarafindan ortaya atilan bir kavram olarak, belirli bir amaca
ulagmak icin en etkili yontemlerin kullanilmasi gerektigini savunan bir yaklagim olarak
karsimiza ¢ikmaktadir (Weber, 1947). Modern iletisimde ise bu kavram YZ’nin aragsal bir
nesne olarak ele alinmasiyla 6nemli bir kesisim noktasi olusturur. YZ’nin aragsallastirilmasi,
Weber’in aragsal akilcilik tanimina uygun bir bigimde, iletisim siireclerinde hedefe yonelik
verimliligin artirilmasini ifade etmektedir (Turkle, 2017). YZ’nin iletisimdeki islevselligi,
aracsal akilciligin temel varsayimi olan amag odaklilik ve verimlilik ilkelerine dayandirilarak,
bireylerin ve kurumlarin ihtiya¢ duydugu hizmetleri en kisa siirede ve en diisiik maliyetle

karsilamak tizere tasarlanmistir (Floridi, 2019).
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Ornegin, kurumsal miisteri hizmetlerinde kullanilan YZ destekli chatbotlar, kullanicilarin
sorunlarini insan miidahalesine gerek kalmadan c¢oziime kavusturmayr amaglamaktadir
(Brynjolfsson ve McAfee, 2014). Ancak bu tir bir sistemin verimlilik amacina odaklanilarak,
kullanici memnuniyeti ve etik degerler goz ardi edilirse, iletisimde karsilikli giiven
zedelenebilecek ve toplumsal iligkilerde olumsuz sonuglar dogabilecektir (Coeckelbergh,
2020). Arslankara (2025) tarafindan yapilan bir calismada dijital oyunlarin kurgu ve
tasariminda yer alan senaryo ile pedagojik ajanlarin salt hedef odakli yapida iiretilmesinin
bir¢ok etik ve ahlaki sorunlari1 da beraberinde getirdigi goriilmiistiir. Weberci aragsal akilcilik
cercevesinde yalnizca amaca odaklanan bir yapay zeka kullaniminin, insan iligkileri tizerinde
etik ve duygusal riskler dogurabilecegi ileri siiriilmektedir (Crawford, 2021). Yani, YZ’nin
aragsal akilcilikla kullanimi, verimliligi maksimize etmeyi hedeflerken ayni zamanda insan
merkezli etik ilkelerle dengelenmek durumundadir.

Bir baska 6rnekle bu durumu daha da detaylandirmak énemli goriilmektedir. Ornegin,
Ozellikle sosyal medya platformlarinda kullanilan YZ algoritmalari, kullanicilarin dikkatini
daha uzun siire gekmek ve platformda kalmalarini surekli hale getirmek amaciyla kullanicinin
dikkatini ceken icerikleri on plana cikarir (Zuboff, 2019). Ilgili sosyal medya platformu
acisindan verimli olan bu yaklasim, kullanicilarin duygu durumlarini gz ardi edebilir ve dijital
iyi olus hali (digital well-being) tzerindeki olumsuz etkileri artirabilir (Arslankara vd., 2022;
Floridi ve Cowls, 2019). Ozellikle geng kullanicilar iizerinde yapilan galigmalar, dikkat odakli
algoritmalarin zihinsel saglik iizerinde olumsuz etkiler yaratabilecegini gostermektedir (Van
Wynsberghe, 2021). YZ algoritmalariyla sekillenen iletisim siireclerinde yalnizlagma,
yabancilasma veya manipiilasyona ugrama gibi sanal risklerle (Arslankara ve Usta, 2018;
Korkmaz, Usta ve Kurt, 2014) karsilasilmasi, YZ’nin aragsal bakis a¢isiyla gelistirildiginde
sosyal etkilerin goz ardi edilmemesi gerektigi sonucunu (Turkle, 2017) ve yalnizca verimlilik
odakli tasarimin yeterli olmadigim1i (Coeckelbergh, 2020; Van Wynsberghe, 2021)
gOstermektedir.

Benzer sekilde, saglik sektoriinde kullanilan YZ sistemleri, hastalarin kisisel verilerini
verimlilik amaciyla analiz ederek saglik hizmetlerinde hizli bir déniisiime 6nculik etmektedir
(Topol, 2019). Ancak bu veriler yeterince giivenli bir sekilde saklanmaz veya kullanimai etik bir
cergevede sinirlandirilmazsa bireylerin mahremiyeti ve giivenligi ciddi tehdit altina girebilir
(Mittelstadt vd., 2016). Bu noktada, aragsal akilcilik baglaminda YZ’nin yalnizca bir arag
olarak degil, ayn1 zamanda etik degerleri koruma sorumlulugu olan bir sistem olarak ele

alinmasi gerekliligi ortaya ¢ikmaktadir. Yani, YZ’nin bireylerin ve toplumlarin ortak degerleri
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ile uyum i¢inde kurgulanmasi, salt bicimde amaca ulagma surecinde etkin bir ara¢ olmasi degil,
ayn1 zamanda bu siiregte etik bir sorumlulugu da tistlenmesini saglar (Floridi ve Taddeo, 2016).

Bu kavramlarin giiniimiiz diinyasinda ele alinmasi, teknolojinin toplumsal ve bireysel
yagsam tizerinde olusturdugu derin ve izli dontisiimlerin daha iyi anlasilmasini saglayacak bir
parca biitiin iligkisi sunmaktadir. YZ’nin aragsallagtirilmasi, modern iletisim siireglerinde
bireylerin ve toplumun etkilesim bigimlerini yeniden sekillendirerek hem etik hem de verimlilik
odakl1 dinamikleri 6ne ¢ikarmaktadir (Floridi, 2019). YZ’nin iletisim siire¢lerindeki belirleyici
rolli, sadece teknolojik bir ara¢ olmanin Gtesinde, insan-makine etkilesiminde deger ve etik
odakli yaklasimlarla verimlilik arasindaki dengenin nasil saglanmasi gerektigine dair yeni
tartismalar ortaya koymaktadir (Arslankara ve Usta, 2024; Naaman, 2022). Y Z’nin iletisimdeki
bu yeni konumu, iletisimi etik agidan yeniden ele alarak toplumsal kabulii izerindeki baskiy1
artirmaktadir (Kerr, Barry ve Kelleher, 2020). Bu noktada, aragsal akilciigin YZ ile
etkilesimdeki konumu ve siirliliklarinin incelenmesi, toplumun YZ teknolojilerini benimseme
ve etik bir ¢erceve i¢inde kullanma becerisini gelistirmek i¢in kritik bir 6neme sahip oldugu
diistintilmektedir (Mieczkowski vd., 2021).

Whittlestone ve arkadaslar1 (2019), YZ’nin insana deger veren bir gerceve ile ele
alinmadiginda toplumsal giiveni zedeleyebilecegini ve olumsuz sosyal sonuclar
dogurabilecegini séylemektedir. YZ, hiz ve dogruluk odakli bir iletisim araci olarak kendini
gosterse de bireylerin duygu, etik deger ve giivenlik gibi ihtiyaglarin1 karsilamakla da
sorumludur (Coeckelbergh, 2020).

Bu makale, yapay zekanin aragsal akilcilik perspektifiyle iletisimde iistlendigi rolii analiz
ederek, teknolojinin etik degerlerle dengeli bir sekilde uygulanmasi i¢in bir yol haritasi sunmay1
amaglamaktadir. Arastirmada, YZ’nin iletisim siireglerini hizlandiran, dogruluk ve etkinlik
saglayan bir ara¢ olarak nasil konumlandig1 ancak bu siirecte bireylerin degerleri, haklar1 ve
sosyal refahinin nasil goz ardi edilebildigi iizerinde durulmaktadir.

YZ’nin insan-makine etkilesimlerindeki etik ve verimlilik dengesi saglama agisindan
sundugu acilimlar, teknolojinin yalnizca bir ara¢ degil, ayn1 zamanda bir iliski kurucu olarak
da islev gordiigiinii ortaya koymaktadir. Ozellikle saglik ve egitim gibi alanlarda YZ tabanl
kigisellestirilmis ¢ozlimler, verimlilik saglarken ayn1 zamanda bireylerin mahremiyet (gizlilik)
haklarin1 ve duygusal ihtiyaglarini koruma sorumlulugunu da beraberinde getirmektedir (Topol,
2019).

Sonug olarak, bu ¢alisma ile aragsal akilcilik ve etik sorumluluk arasindaki dengenin,

YZ’nin iletisim siireclerindeki toplumsal kabulii ve uzun vadeli giivenilirligi ile tercih
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edilebilirligi saglama agisindan kritik bir unsur oldugu savunulmaktadir. Bu dengenin
saglanmasi, YZ’nin yalnizca verimlilik odakli bir ara¢ olarak kalmayip ayn1 zamanda bireylerin
toplumsal iliskiler, etik degerler ve sosyal sorumluluk ¢ercevesinde anlamlandirdig bir varlik
haline gelmesi agisindan 6nemlidir (Floridi, 2019).

Bu ¢ergevede, aragsal akilcilik perspektifinden bakildiginda YZ’nin iletisim siireclerinde
yalnizca verimlilik ve hiz iiretmekle sinirli kalmamasi, ayn1 zamanda mahremiyet, dijital iyi
olus ve toplumsal giiven gibi etik boyutlar1 da dikkate alacak bi¢imde tasarlanmasi
gerekmektedir. Bu makalenin amaci, aragsal akilcilik kavrami 1s1ginda YZ ¢aginda iletisim
stireclerinin nasil yeniden bigimlendigini analiz etmek ve verimlilik-etik dengesi baglaminda
ortaya ¢ikan firsat ve riskleri tartismaktir. Calisma, su sorulara odaklanmaktadir:

1. Aragsal akilcihik kavrami, YZ c¢aginda iletisim  siireclerini  nasil
cercevelendirmektedir?

2. YZ tabanl iletisim uygulamalarinda (chatbotlar, sanal asistanlar, sosyal medya
algoritmalart vb.) verimlilik arayis1 ile mahremiyet, dijital iyi olus ve toplumsal
giiven arasinda hangi gerilim alanlar1 ortaya ¢ikmaktadir?

3. Bu gerilimlerin etik ve iletisimsel akilcilik perspektifinden dengelenebilmesi igin
hangi ilkesel ¢ergeveler ve oneriler gelistirilebilir?

Kuramsal Cerceve: Aracsal ve iletisimsel Akilcilik

Aragsal akilcilik (instrumental rationality) kavraminin felsefi ve sosyolojik kokenleri,
modern toplumun verimlilik ve amag odakli bir yaklagimla yapilandirilmasina dair kapsamli
bir tartisma alani olarak karsimiza ¢ikmaktadir. Bu kavram, en temelde bireylerin veya
toplumlarin belirli bir hedefe ulagmak i¢in en etkili araclari se¢gme egilimine deginmektedir.
Dolayisiyla Max Weber ve Jurgen Habermas gibi dncllerin, aragsal akilciligi modern toplumun
nasil isledigini anlamak i¢in temel bir kategori olarak ele aldiklarini sdylemek miimkiindiir
(Habermas, 1984; Weber, 1978).

Max Weber, aracsal akilcilik kavramini sosyolojik bir bakis agisiyla modern toplumun
rasyonellesme siireciyle birlikte ele almistir. Weber’e gore modern toplumlar, geleneksel ve
deger odakli akilciliktan uzaklasarak, giderek aragsal akilciligin hakim oldugu bir yap: haline
gelmistir. Weber’in ¢alismalari, toplumun, 6zellikle de biirokratik yapilar ve kapitalist sistemler
araciligiyla, verimlilik ve salt amag ilkelerine gore nasil sekillendigini géstermektedir (Weber,
1968).

Weber, aragsal akilciligi amagsal akilct (zweckrational) olarak belirttigi bir kavramla

iliskilendirmistir. Amagsal akilcilik, bireyin veya kurumun belirli bir hedefe ulasmak i¢in en
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uygun araglart segme siirecidir. Bu akilcilik bigimi, karar alicilarin sadece sonuca odaklanarak
eylemlerini verimlilik temelli bir sekilde planladiklar1 bir yaklasimi yansitir. Ornegin, Weber’in
biirokrasi analizinde, kurumlarin en az hata ve en yiiksek verimlilikle islem yapmasini saglayan
rasyonel kurallar biitiinii olarak goriilen biirokrasi, aragsal akilciligin en saf 6rnegi olarak kabul
edilir. Ancak Weber, bu tiir bir akilciligin, insanin anlam arayist ve deger sistemlerinden
uzaklastigini vurgulamis ve bunun bir demir kafes yarattigina dikkat ¢cekmistir (Weber, 1958).
Bu demir kafes, bireylerin degerlerini, duygularini ve insani niteliklerini géz ardi eden, yalnizca
verimlilik ve islevsellige odaklanan bir toplum yapisini ifade etmektedir.

Jirgen Habermas, aragsal akilciligi elestiren bir yaklasimla, modern toplumda iletisimsel
akilciligr savunmustur. Habermas, aragsal akilciligin toplumda bireylerin yalnizca amaglara
ulasmak i¢in araclart kullandigi bir rasyonalite tiiri oldugunu, ancak insanin iletisimsel
boyutunu ve toplumsal degerleri disladigin ileri siirmistiir (Habermas, 1987). Ona gore,
aragsal akilcilik, yalnizca hedeflere ulagmak i¢in en etkili yollar1 kullanma {izerine
odaklanmakta ve toplumsal degerleri goz ardi etmektedir. Habermas, bu yaklasimi yetersiz
bulmakta ve toplumun sadece aragsal degil, ayn1 zamanda iletisimsel akilciligi da igermesi
gerektigini sirekli dile getirmektedir.

Habermas’in iletisimsel akilcilik kavrami, bireylerin birbirleriyle rasyonel ve karsilikli
anlayisa dayali bir iletisim igerisinde olmalarini ifade etmektedir. Bu kavram, aragsal akilcilikta
oldugu sekliyle, bireylerin ve toplumun yalnizca verimlilik temelinde degerlendirildigi bir
yaklagima karsi, insanlarin ortak anlamlari, degerleri ve normlar1 paylasmalar1 gerektigini
savunmaktadir (Habermas, 1990). Habermas’a goére, modern toplum, yalnizca verimlilik ve
aragsal akilcilik tizerine insa edildigi taktirde, bireyler arasi iletisim, giiven ve toplumsal
dayanisma zarar gorebilir. Bu nedenle, Habermas, aragsal akilciligi, toplumsal degerleri ve
ahlaki ilkeleri g6z ardi eden eksik bir yaklasim olarak gérmekte ve toplumsal iliskilerin saglikli
bir sekilde siirdiiriilebilmesi icin 1iletisimsel akilciligin da benimsenmesi gerektigini
belirtmektedir (Habermas, 1984).

Aragsal akilcilik, verimlilik ve amag odakl1 karar alma stiregleriyle dogrudan iligkilidir.
Bu akilcilik tiirii, bir amaca ulagsmak i¢in hangi araglarin en uygun oldugunu analiz eder ve en
etkili yontemlerin secilmesini saglar. Modern organizasyonlar, 6zellikle biirokratik ve kurumsal
yapilarda, aragsal akilcilik perspektifiyle hareket ederek, siireclerin verimliligini artirmayi ve
amaclarina en kisa siirede ulasmay1 hedeflerler. Ornegin, saglik hizmetlerinde, egitimde veya
miisteri iliskilerinde, yapay zeka gibi teknolojiler, verimlilik saglamak amaciyla aragsal

akilcilik cer¢evesinde kullanilmaktadir (Floridi ve Cowls, 2019).
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Ancak bu siirecte, aragsal akilcilik, hedefe ulagsma odakli bir yaklagimla hareket
ettiginden, etik degerler ve insani ihtiyaglar g6z ardi edilebilmektedir. Bu durum, Weber’in
demir kafes metaforunda oldugu gibi, bireylerin insani yonlerinin yitirilmesi ve toplumun
soguk, verimlilik odakli bir yapiya doniismesi tehlikesini beraberinde getirecektir (Weber,
1968). Habermas’in elestirisi de bu noktada devreye girmektedir. Buna gore aragsal akilcilik,
iletisimsel akilcilik ile dengelenerek toplumsal degerler ve etik ilkelerle uyumlu hale getirilmesi
gerekmektedir (Habermas, 1996).

Aragsal akilcilik, modern toplumun verimlilik ve amag¢ odakli bir yaklasimla
sekillendirilmesini ifade eden bir kavram olarak, Max Weber ve Jirgen Habermas’in
tartigmalar1  neticesinde derin  bir boyut kazanmistir. Weber’in biirokratik  yap1
coziimlemelerinde ©n planda tuttugu aragsal akilcilik, bireylerin deger sistemlerinden
koparilmis bir verimlilikle ortiistiirtiliirken, Habermas bu yapimnin bireylerin sosyal baglarini
zayiflatacagini ifade etmekte ve iletisimsel akilciligin gerekliligini 6n plana ¢ikarmaktadir
(Habermas, 1984). Bu noktada Y Z’nin iletisimdeki roliiniin aragsal akilcilikla olan iligkisi, etik
ve toplumsal sorumluluk gibi unsurlar1 da gozeterek, verimlilik ile degerlerin dengelenmesi
gerektigini ortaya koymaktadir (Coeckelbergh, 2020).

Yontem
Arastirma Deseni

Bu calisma, nitel bir kuramsal derleme ve kavramsal analiz niteligindedir. Amag, aracsal
akileilik kavramimi YZ caginda iletisim siirecleriyle iliskilendirerek alanyazindaki kuramsal
yaklagimlar1 ve giincel uygulama 6rneklerini biitiinciil bir ¢ercevede tartismaktir. Calisma,
ampirik veri toplamaya dayali olmayip, mevcut kuramsal ve ampirik ¢alismalarin yorumlayici
bicimde sentezlenmesine dayanmaktadir.

Literatir Tarama Sureci

Literatiir taramas1 2010-2024 yillar1 arasinda yayimlanan calismalar odaga alinarak
yuriitiilmiistiir. Google Scholar, Web of Science, Scopus, ERIC ve TR Dizin gibi veri
tabanlarinda “instrumental rationality”, “Weberian rationalization”, “Habermas communicative
rationality”, “Al and communication”, “algorithmic governance”, “digital well-being” ve
“surveillance capitalism” gibi anahtar sozciik kombinasyonlar1 kullanilmistir. Ayrica, Floridi,
Habermas, Weber, Turkle ve Zuboff gibi alandaki 6ncii yazarlarin eserleri taramanin kuramsal
omurgasini olusturmustur.

Dahil Etme Olgiitleri ve Analiz Yaklasim
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Tarama stirecinde (a) hakemli dergilerde yayimlanmis makaleler, (b) alanda referans
kabul edilen kitaplar ve kitap boliimleri ile (¢) YZ etigi ile aragsal ve iletisimsel akilcilik
alaninda One ¢ikan raporlar ¢alismaya dahil edilmistir. Yalnizca YZ’nin teknik boyutuna
odaklanan, etik ve iletisim boyutunu ele almayan ¢alismalar kapsam disinda birakilmistir. Elde
edilen kaynaklar, 6nce aragsal/iletisimsel akilcilik, ardindan YZ ve iletisim, son olarak da
mahremiyet, dijital iyi olus ve toplumsal giiven temalar1 cercevesinde tematik olarak
gruplandirilmistir. Makaledeki kuramsal alt yapiyr anlatan Aragsal ve Iletisimsel Akilcilik,
Yapay Zeka ve lletisim ile Aragsal Akilcilik Baglaminda Iletisim boliimleri, bu tematik
siiflandirmanin sonucunda olusturulan ana eksenler olarak yapilandirilmstir.

Bulgular
5.1. Arastirmanin Birinci Sorusuna iliskin Bulgular: Aragsal Akileihk Kavraminin YZ
Caginda Tletisim Siireclerini Nasil Cercevelendirdigine Tliskin Bulgular

YZ, iletisim alaninda hiz, dogruluk, kisisellestirilmis deneyimler gibi 6nemli kolayliklar
yon veren bir teknolojik rol iistlenmektedir. Bu teknolojinin aragsal akilcilik c¢ergevesinde
tasarlanmasi, kullanicilarin ihtiyaglarini, verimlilik ve salt amac¢ ekseninde karsilamayi
hedeflemektedir. Ozellikle chatbotlar, sanal asistanlar ve algoritmalar, YZ’nin bu baglamdaki
somut Ornekleri olarak sayilabilir (Floridi ve Cowls, 2019).

Chatbotlar, kullanicilarla yazili veya so6zlii olarak etkilesim kurarak miisteri
hizmetlerinden bilgi yoOnetimine kadar cesitli alanlarda hizmet veren uygulamalardir.
Chatbotlar, aragsal akilcilik ilkelerine gore degerlendirildiginde, kullanicilarin ihtiyaglarini
hizli ve etkili bigimde sonuca ulastirmak icgin gelistirilmistir. Bu baglamda, miisteri
hizmetlerinde insan personel ihtiyacini azaltarak islemleri hizlandirirlar (Weizenbaum, 1976).
Ancak aragsal akilcilikla tasarlanan chatbotlar, kullanicilarin duygusal ihtiyaglarini karsilamada
veya empati kurmada sinirlidir. Dolayisiyla, YZ’nin insan etkilesiminde pozitif verimlilik rolii
Ustlenirken insani ve sosyal boyutlari minimum diizeyde tutmasina neden olmaktadir
(Coeckelbergh, 2020).

Sanal asistanlar (6rnegin Siri, Google Assistant, Alexa), bireylerin bilgiye hizli erigsimini
saglarken giinliik yasamlarin1 organize etmelerine de yardimei olan araglardir. Bu asistanlar,
aragsal akilciligin temel ilkeleri dogrultusunda, kullanici ihtiyaclarini analiz ederek en kisa
sirede yamt vermeye odaklanmistir. Ornegin, bir kullanici Alexa’ya hava durumunu
sordugunda, en giincel bilgiye hizlica erisir. Ancak, aragsal akilcilik ekseninde gelistirilen sanal

asistanlar, kullanict gizliligi ve etik konusunda birtakim sanal tehditleri de beraberinde
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getirebilmektedir. Ornegin kullanic1 seslerinin kaydedilip analiz edilmesi, mahremiyet
acisindan ciddi tartigmalar dogurmustur (Zuboff, 2019).

Algoritmalar, 6zellikle sosyal medya platformlarinda YZ’nin en ¢ok faydalanilan
yonlerinden birisi olarak karsimiza ¢ikmaktadir. Sosyal medya algoritmalari, kullanicilara
kisisellestirilmis icerikler sunarak kendi agisindan platform verimliligini {ist diizeye
cikarmaktadir. Ancak bu algoritmalar kullanicinin deyim yerindeyse sosyal ve zihinsel
verimliligini yani sagligini ikinci plana itmektedir (Vaidhyanathan, 2018). Ornegin, dikkat
cekici igerikleri abartili sekilde sunma neticesinde, kullanicilarin bu platformlarda gegirdikleri
zamanin daha da artmasina neden olurken sosyal medya bagimliligini da tetikleyebilmektedir.

YZ’nin salt aragsal akilcilik perspektifinde gelistirilmesi, verimlilik odakli iglevselligi
artirsa bile etik, mahremiyet ve dijital iyi olus hali gibi konularin arka planda kalmasina sebep
olacaktir. Weber’in demir kafes metaforuna gore, aragsal akilciligin baskin oldugu bu yapilar,
bireylerin insani degerlerini goz ardi eden soguk, salt islevsellik odakli bir toplum yaratma
tehlikesi barindirmaktadir (Weber, 1958).

5.2. Arastrmanin  Ikinci Sorusuna iliskin Bulgular: YZ Tabanh iletisim
Uygulamalarinda Verimlilik Arayisi ile Mahremiyet, Dijital Iyi Olus ve Toplumsal Giiven
Arasindaki Gerilim Alanlari

YZ uygulamalarinin aragsal akilcilik perspektifiyle tasarlanmasi ya da kullanilmast,
verimlilik odakli karar alma siireglerinde kimi zaman etik degerlerle catismalara yol
acmaktadir. Alanyazininda bu catigmalar, 6zellikle gizlilik, etik ihlaller ve ahlaki sorumluluk
boyutlarinda ele alinmaktadir (Floridi ve Cowls, 2019).

Ornegin, YZ destekli miisteri hizmetleri iletisiminde kullanilan algoritmalar, kullanict
verilerini analiz ederek kisisellestirilmis hizmet sunmaktadir. Fakat bu siiregte verilerin
saklanmas1 ve korunmasi konusundaki yetersizlikler gizlilik agisindan biiyiikk bir risk
olusturmaktadir. Yapilan arastirmalar, kullanici verilerinin riza olmadan tiglincii taraflarla
paylasiimasinin olast bir gizlilik ihlali oldugunu belirtmektedir (Zuboff, 2019). Bu tarz
durumlar, YZ’nin salt verimlilik saglama amaciyla aragsal akilcilik cergevesinde
gelistirildiginde, etik degerlerin nasil goz ard1 edilebilecegini gbzler dniine sermektedir.

YZ’nin karar alma siireclerindeki ahlaki sorumluluk boyutu da, temelde sigorta, saglik ve
adalet gibi sektorlerde dnemli bir sorun olarak one ¢ikmaktadir. Ornegin, bir bankanin kredi
basvurularin1 degerlendirirken kullandigi YZ algoritmasi, 1rk, cinsiyet veya yasa gore
ayrimcilik yapmamalidir. Ama yalnizca verimlilik hedefleyen sistemler bu tiir bir durumu goz

ard1 etmekten imtina etmez (O’Neil, 2016).
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YZ’nin verimlilige katkilar1 ele alindiginda, 6rnegin ¢agri merkezlerinde YZ destekli
chatbotlarin, basit talepleri hizli ve etkili bir sekilde yanitlayarak sirketlerin insan kaynagi
maliyetlerini azalttifi goriilmektedir (Brynjolfsson ve McAfee, 2014). Bu tiir aragsal akilcilik
odakli YZ uygulamalari, bir¢ok sektorde basarili bir sekilde uygulanmaktadir. Amazon’un YZ
destekli Oneri algoritmalari, miisteri tercihlerini analiz ederek aligveris siirecini verimli hale
getirirken, bankacilikta kredi skorlama sistemleri bagvuru siirecini hizlandirarak maliyetleri
diistirdiigli anlagilmaktadir.

Ancak, saglik ve egitim gibi insan odakli sektorlerde aragsal akilciliga dayali YZ
sistemlerinin siirli olmasi beklenmelidir. Ciinkii, saglikta teshis koyma veya egitimde 6grenci
takibi gibi konularda yalnizca verimlilik odakli bir yapi, insani faktorleri goz ardi
edebilmektedir (Coeckelbergh, 2020).

Aragcsal akilcilik perspektifinden tasarlanan sosyal medya algoritmalari, bireylerin sosyal
yasantilar1 ve etki ettikleri duygu durumlarina deginilerek genis bir literatiirde ele alinmustir.
Omegin, Facebook ve Instagram gibi platformlarda kullamilan algoritmalar, kullanicilarin
ilgisini ¢ekmek amaciyla icerik sunarak sosyal medya bagimhiligini artirmaktadir
(Vaidhyanathan, 2018). Bu tiir bir aragsal akilc1 yaklagim, bireylerin zaman ve dikkat gibi
kaynaklarin1 kontrol altinda tutarak etik acidan bir¢ok risk dogurmaktadir.

YZ’nin arag olarak m1 yoksa iligki kuran bir varlik olarak m1 ele alinmasi gerektigi, insan-
makine etkilesimleri acisindan 6nemli bir tartisma konusudur. Gliniimiizde, 6zellikle sanal
asistanlar ve chatbotlar karmagik diyaloglar kurabilmekte ve bazi durumlarda empati igeren
yanitlar sunabilmektedir (Turkle, 2017). Ancak aragsal akilcilik ekseninde, kullanicilar
manipiile eden veya davraniglarim1 yonlendiren sistemler, etik sorumluluk agisindan 6nemli
sorunlart da beraberinde getirebilir.

5.3. Arastrmanin Ugciincii Sorusuna iliskin Bulgular: Etik ve Iletisimsel Akileihk
Perspektifinden Dengeleyici ilkesel Cerceveler ve Oneriler

Aragcsal akilcilikla YZ’nin kullanimi hakkinda yapilan bu degerlendirmeler, verimlilik ve
etik sorumluluk arasindaki dengeyi saglama gerekliligini ortaya koymaktadir. YZ’nin
gelistirilmesinde, toplumsal giliveni saglamak ve etik sorumlulugu korumak i¢in verimlilikle
etik degerler arasindaki dengeyi gézetmek elzemdir.

Sonug olarak aragsal akilcilik, modern toplumun verimlilik ve amag odakli bir yaklagimla
orgiitlenmesini agiklayan, ancak insani degerleri ve iletisimsel boyutu geri plana itme riski
tastyan bir rasyonalite bi¢cimidir. Weber’in demir kafes metaforu ve Habermas’in iletisimsel

akilcilik vurgusu, YZ caginda iletisim siireclerinin yalmizca teknik verimlilik {izerinden
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tasarlanmasinin, mahremiyet, giiven ve dijital iyi olug gibi degerler lizerinde ne tiir baskilar
iiretebilecegini anlamak icin giliclii bir ¢cer¢eve sunmaktadir. Bir sonraki boliimde, bu kuramsal
cerceve YZ tabanl iletisim ornekleri tizerinden somutlastirilmaktadir.

Tartisma ve Sonug

Bu ¢alismanin bulgulari, Weberci aragsal akilcilik ve Habermasg iletisimsel akileilik
ayriminin YZ ¢aginda iletisim siireglerini anlamak i¢in hala giiclii ve giincel bir kuramsal
cerceve sundugunu gostermektedir. Ozellikle sosyal medya algoritmalari, chatbotlar ve sanal
asistanlar gibi YZ tabanli iletisim uygulamalarinda verimlilik, maliyet azaltim1 ve hiz odakl
tasarimin baskin hale geldigi; buna karsilik mahremiyet, dijital iyi olus ve toplumsal giiven gibi
iletisimsel ve etik boyutlarin ikincillestirildigi gorilmektedir. Son yillarda Habermas’in
iletisimsel akilcilig1 gercevesinde YZ’yi tartisan calismalarda da, biiyiik dil modellerinin ve
otonom sistemlerin kamusal sdylemde “s6z alan” ama sorumluluk {istlenmeyen aktorler olarak
konumlandigi, bunun da sdylem etigi acisindan yeni gerilimler direttigi ifade edilmektedir
(Monti, 2024; Kim, 2024; Kruip, 2025). Bu tablo, Weber’in “demir kafes” metaforunu
giincelleyerek, algoritmik gozetim ve otomatiklestirilmis karar sistemleri {izerinden isleyen
yeni bir rasyonellesme bigimine isaret etmekte olup ayni zamanda Habermas’in iletisimsel
akilcilik idealinden uzaklasan, daha stratejik ve aragsal bir iletisim ortamini goriiniir kilmaktadir
(Weber, 1958; Habermas, 1984; Zuboff, 2019).

Bulgular, aragsal akilciligin YZ ile iliskisinin verimlilik ve etik degerler arasindaki
kirilgan denge acgisindan kritik bir kesisim noktas: oldugunu ortaya koymaktadir. Verimlilik
odakli tasarimlar, YZ’nin hizli ve etkili ¢dziimler iretme kapasitesini giiclendirirken tam aksine
mahremiyet, seffaflik, adalet ve hesap verebilirlik gibi normatif boyutlari geri plana itme riski
tasimaktadir. 2023 sonrasi literatiirde dne ¢ikan sorumlu YZ yonetisimi ¢alismalari, bu riskin
kurumsal diizeyde de hissedildigini ve etik ilkeler ile pratik uygulamalar arasinda ciddi bir
prensip - uygulama boslugu bulundugunu gostermektedir (Papagiannidis, Mikalef ve Conboy,
2025; Batool vd., 2025). AB Yapay Zeka Yasasi ve insan merkezli YZ duzenlemelerine
odaklanan giincel calismalar da, riski ylksek YZ sistemleri igin salt aragsal akilciligin
sinirlandirilmast  gerektigini savunmakta ve guvenilir, insan merkezli YZ ilkelerini 6ne
¢ikarmaktadir (Pirozzoli, 2024; OECD, 2025). Bu a¢idan ¢alismanin verimlilik - etik denge
vurgusu, giincel YZ yonetisimi literatiiriiyle dogrudan ortiisen bir sonug ortaya koymustur.

Dijital iyi olus ve algoritmik yiik baglaminda elde edilen bulgular, 6zellikle son donemde
artan algoritmik tiikenmislik ve dikkat ekonomisi tartigmalariyla paralellik gostermektedir.

Algoritmik kisisellestirme ve etkilesim maksimizasyonu odakli tasarimlarin, geng yetiskinlerde
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kisisellestirilmis reklamlara maruz kalmay: artirarak dijital yorgunluk, tiikenmisglik ve direng
gelistirme gibi siireclerle iliskili oldugu gosterilmistir (Balaskas vd., 2025). Dijital iy1 olusa
iliskin yeni ¢er¢eve calismalar1 da teknolojinin dijital bagimlilik, dikkat daginiklig, is - yasam
dengesinin bozulmasi ve mahremiyet endiseleri gibi karanlik tarafina odaklanmaktadir. Ayrica
dengeli kullanim, 6z-dlzenleme ve dijital 6z-denetim stratejilerini merkezi bilesenler olarak
gormektedir (Roffarello vd., 2023; Tayiz, 2024; Uslu, 2025). Sosyal medya kullanimi, ailenin
rolii ve ruh saghigi arasindaki iliskileri inceleyen son meta analizler ise sosyal medyanin bir
yandan sosyal destek ve aidiyet hissini giiclendirebildigini, diger yandan kaygi, depresyon,
siber zorballk ve olumsuz karsilastirma dongiilerini besledigini ortaya koymaktadir
(Alwugqaysi, 2025). Bu bulgular, ¢alismada vurgulanan dijital iyi olus ve toplumsal giiven
risklerinin yalnizca kuramsal bir tespit olmaktan 6te, giincel ampirik verilerle de desteklenen
somut bir problem alani oldugunu gostermistir.

Genglerin sosyal medya ve ruh sagligi iligkisini ele alan ¢alismalarda da benzer bicimde,
yogun sosyal medya kullaniminin uyku bozukluklari, yalnizlik hissi ve 6z-deger problemleriyle
baglantili oldugu ancak ayni zamanda dogru tasarlanmis miidahalelerle destekleyici ve
tyilestirici bir rol de oynayabildigi vurgulanmaktadir (Naslund vd., 2020). Bu ikili yap1, aragsal
akilcilik ekseninde yalnizca etkilesim ve reklam gelirini maksimize etmeyi hedefleyen
algoritmik sistemlerin, kullanicilarin uzun vadeli psikososyal iyi olusunu ve toplumsal giiveni
ikincil plana ittigini fakat buna karsilik iletisimsel akilciligi 6nceleyen tasarimlarin, kullanici
ozerkligi ve seffaflik boyutunu giiclendirme potansiyeline sahip oldugunu géstermektedir.

Etik ve iletisimsel akilcilik perspektifinden bakildiginda, YZ’nin salt bir ara¢ degil,
normatif olarak cercevelenmesi gereken sosyo-teknik bir aktér oldugu yoniindeki goriisler
giderek giiclenmektedir. Habermasg1 sdylem etigi temelinde YZ yonetisimini tartigan yeni
caligmalar, YZ sistemlerinin kapsayici katilim, riza, gerekcelendirilebilirlik ve hesap
verebilirlik ilkeleriyle birlikte ele alinmasi gerektigini sdylemektedir (Kim, 2024). Kamusal
tartisma alanina giren biiyiik dil modellerinin, iletisimsel aklin varsaydigi esitler aras1 sdylem
toplulugu idealini zorladigi ve bu nedenle yeni demokratik kontroller ile seffaflik
mekanizmalarina ihtiya¢ duyuldugu ifade edilmektedir (Monti, 2024).

Nihai olarak bakildiginda aragsal akilciligin etkisiyle YZ destekli iletisim sistemlerinin
islevselligi ve verimlilik potansiyeli artarken etik sorumluluk, mahremiyet, dijital iyi olus ve
toplumsal uyumlulugun goéz ardi edilmemesi gerektigi bulgusuna ulasilmistir. Calisma,
Weber’in demir kafes metaforu ve Habermas’in iletisimsel akilcilik vurgusunun, giincel YZ

tartismalarinda hem algoritmik gbézetim hem de kamusal sdylemin niteligi agisindan
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aciklayiciligint korudugunu ortaya koymaktadir. Bu gercevede, YZ’nin gelistirilmesi ve
uygulanmasinda verimlilik ile etik degerler arasinda siirdiiriilebilir bir denge kurulmasi ve insan
onuru, temel haklar, adalet ve dijital iyi olusu gozeten insan merkezli tasarim anlayisinin
benimsenmesi, YZ teknolojilerinin toplumda kabul gérmesi ve uzun vadeli toplumsal uyum
icin 6nemli bir gereklilik olarak degerlendirilmektedir. Bu gereklilik, ayn1 zamanda ¢alismanin
liclincli arastirma sorusuna bir yanit olarak, YZ tabanli iletisim uygulamalarinda etik ve
iletisimsel akilciliga dayali ilkesel ¢ergevelerin gelistirilmesinin kag¢inilmaz oldugunu

gostermektedir.
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Extended Abstract
This study examines how artificial intelligence (Al) is positioned within communication
processes from the perspective of instrumental rationality and explores the potential ethical
implications of this positioning. Instrumental rationality refers to the use of the most effective
and efficient methods to achieve a goal, and Al emerges as a critical tool in modern
communication to accomplish this rationality. Al’s functional advantages in communication

processes, such as speed, accuracy, and broad accessibility, strengthen interactions between
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individuals and institutions while also providing cost and time savings. However, this
efficiency-focused approach can sometimes overshadow ethical responsibilities and social
values, raising the question of whether Al should merely serve as a tool or be developed as a
socially aligned actor guided by ethical principles.

Research on the relationship between instrumental rationality and Al in the literature
highlights the prevalent use of Al applications in areas such as social media, customer service,
and public safety, where ethical considerations are essential. For example, social media
algorithms are designed to capture user attention by providing personalized content. However,
these algorithms, while trying to retain user attention on the platform, pose a threat of
manipulation. From an instrumental rationality perspective, the goal of achieving efficiency
carries the potential to influence user behavior, a practice that is ethically contentious. Similarly,
virtual assistants may present privacy risks, as ethical issues such as data security and user
consent are often insufficiently considered in the collection and analysis of personal
information.

In this context, the purpose of this study is to examine the efficiency advantages that Al
provides in communication within the framework of instrumental rationality while also
discussing the possible social and ethical implications of this efficiency-oriented approach. The
research advocates that Al should evolve from merely a functional tool to a socially responsible
entity. Emphasizing the need for a human-centered design aligned with social values, the study
highlights that Al should be developed not only to enhance efficiency but also to respect
individual rights and adhere to societal norms, particularly in sensitive areas such as healthcare,
education, and public safety.

The findings of this study reveal that Al applications developed under the principles of
instrumental rationality can lead to public trust issues when a balance between efficiency and
ethical values is not maintained. As Al becomes more integrated into society, social media users
are at an increased risk of manipulation, while virtual assistants may lack transparency in
processing users’ personal information without consent. These instances underscore the need
for ethical boundaries in Al development, asserting that Al should not only enhance efficiency
but also embody reliability and ethical responsibility.

In conclusion, this study argues that balancing instrumental rationality with ethical values
in the use of Al is essential for the societal acceptance of this technology. Developing Al as a
socially responsive tool, not solely focused on efficiency but also attuned to social values, will

reinforce public trust and contribute to the sustainability of Al applications. Future research
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should focus on establishing strategies for Al development that align with ethical standards and
social responsibility. Ensuring that Al algorithms are understandable to users, aligned with
ethical accountability, and centered around human-focused design is crucial for maximizing the

social benefits of this technology.



