Numerical Modeling of Flashing Sprays Using a Hybrid Breakup Model
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Abstract

Fuel droplets may undergo flash-boiling conditions when they are injected into a cylinder at higher than saturation temperature for the corresponding chamber pressure, resulting in a rapid evaporation. Such conditions lead to wider spray angles, finer droplets and shorter penetration. Based on current investigations, such conditions may promote a more homogeneous fuel-air mixture and a faster evaporation compared to traditional methods.

This investigation presents a numerical study in OpenFOAM focusing on the modeling of gasoline direct injection sprays under flash and non-flash boiling conditions. The model was implemented in a scenario where already superheated and compressed n-heptane fuel at 100 bar was injected into a chamber at a pressure lower than its saturation pressure at the corresponding temperature. This scenario has been additionally implemented to the code alongside the scenario in which the fuel goes through the flashing conditions by taking heat from the ambient.

A new hybrid breakup method has been implemented along with a momentum flux post-processing tool for the characterization of the initials conditions.

It was found that better prediction accuracy in evaporation rate was obtained. Spray penetration was also better modeled for flash boiling conditions compared with traditional breakup models.
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1. Introduction

The use of direct injection, together with downsizing and boosting is considered a promising technique to reduce fuel consumption in spark-ignited engines. Researchers have been developing high pressure injectors to reveal the potential of this technology. Such injectors however generate faster sprays, increasing the risk of piston wall impingement and therefore resulting in unburned hydrocarbon emissions [1].

The idea to generate fast vaporizing and low penetrating sprays has encouraged investigation of the conditions providing rapid evaporating sprays. In commercial gasoline direct injection engines, the temperature of injector body may reach up to 200°C. When these conditions are combined with early intake valve closure, the compressed fuel at injection undergoes a rapid phase change since the pressure surrounding the fuel significantly drops to sub-atmospheric values. As a result, flashing phenomenon occurs either when spray is heated to a temperature higher than the saturation temperature at that pressure or already superheated spray corresponding to the chamber pressure de-pressurized immediately. In this case, the main character is internal heat transfer from the droplet core to the surface, which causes the temperature to drop to the saturation temperature and become superheated as soon as the droplet emerges from the injector. Flash boiling conditions cause a thermodynamic breakup, which results in smaller droplets and faster evaporation. Under such conditions, the latent heat is used up by bubble nucleation [2]. Bubble nucleation can grow until the fuel goes into a stable state from a metastable state. Consequently, the catastrophic breakup of the liquid alters the spray morphology dramatically with the reduced droplet sizes and enhanced vaporization rates [3-5] under flashing conditions. With finer droplets formed [3], a reduction of unburned hydrocarbons and soot emissions may occur. Furthermore, a better fuel-air mixture thanks to
enhanced atomization allows increased combustion efficiency.

Open source CFD codes such as OpenFOAM have recently gained more interest by researchers from academy since the accessibility of the source codes enables the implementation of new models into already existing models and the development of advanced models [6–9].

In addition to the evaporation phenomena, the breakup mechanisms of a spray are one of the most important considerations for spray simulations. In the Lagrangian frame, there are various models for simulating the primary and secondary breakup of droplets. Both atomization and secondary breakup are considered depending on different spray regions based on the liquid fraction. For those studies whose injector geometries are unknown, the effect of in-nozzle flow, in terms of cavitation and turbulence, may be simulated for some phenomenological atomization models employed in user-defined denser spray region along with an independent secondary model. The Kelvin-Helmholtz Rayleigh-Taylor (KH-RT) breakup model that takes into account the instabilities due to acceleration and the Kelvin-Helmholtz instabilities caused by aerodynamic forces has been widely employed in diesel sprays.

When compared to high-pressure spray, flash-boiling sprays emerging from the nozzle at medium range injection pressure, break up in a shorter time. Thus, existing breakup models may not predict the measured penetration lengths for the low-to-medium injection pressure conditions accurately. Several numerical studies have been carried out for gasoline direct injection sprays [10–13]. Thus in [10], the rate at which droplets fragmented was performed as a function of the Weber number, We.

Chryssakis and Assanis proposed and applied a hybrid approach [14], using the primary breakup model of Huh et al. [15], which had been employed and tested for both diesel and hollow cone Gasoline Direct Injection (GDI) sprays for varying conditions. Another hybrid breakup model (KH-ACT) by Som and Aggarwal [16] was developed based on the fact that cavitation, turbulence or aerodynamic forces may be the most dominant reasons for the primary breakup. They drew a comparison between the conventional KH model with the KH-ACT model, resulting in shorter liquid penetration. The new breakup model exhibited a better agreement with experimental penetration results for diesel sprays.

In other GDI sprays studies ([6], [11], [17]), the Rosin Rammner distribution has been widely used since the bulk liquid is assumed to have already been fragmented into smaller droplets obeying a probabilistic distribution.

In the study of Rotondi et al. [10] the combination of the Taylor Analogy Breakup (TAB) [18] model and the WAVE model was applied. They showed the existence of great number of droplets with the We number lower than 12. Thus the TAB model processed the breakup of droplets with the Weber number lower than 12. This resulted in better prediction of the liquid penetration.

Cavicchi et al. [19] employed a reasonable Rosin-Rammner distribution matching with experimental penetration results for the primary breakup of the bulk liquid instead of the blob method. For the secondary breakup, they applied the Reitz-Diwakar breakup model [19] and then they validated their model against momentum flux measurements.

The current study aimed to prepare a CFD model for flashing sprays. The evaporation model takes into consideration of the experimental correlation between evaporation rate and superheat degree (difference droplet temperature and boiling temperature) proposed by Zuo et al. [12]. In the scenario where the sprays undergo flashing conditions by de-pressurization has been implemented. Furthermore, a momentum flux post-processing tool has been developed for the calculation of initial velocity in case discharge coefficients are not revealed experimentally and lastly the TAB and Pilch Erdman correlations were combined as a hybrid model. Consequently, better prediction accuracy in evaporation rate regarding the superheat degree, initial injection velocity and breakup phenomenon under flash and non-flash boiling conditions has been obtained.

2. Numerical Setup

In this study, a Lagrangian-Eulerian solver called spray-Foam, which is one of the compressible and PIMPLE solvers in OpenFOAM was used coupled with the standard k-ε turbulence equations. While parcels, representative for identical spray droplets, are being tracked, they exchange mass, momentum and energy with a computational cell.

Parcels with the experimentally determined spray angle are injected at the outlet of the injector. Initial droplet size distribution is assumed to obey the Rosin-Rammner distribution with spread parameter q=3 at the range between 1 µm and 200 µm, which has been widely used for modeling droplet size distribution of both diesel and gasoline sprays ([6], [10], [20]). The spray has been assumed to fragment into droplets initially with certain size distribution. Initial diameter sizes were represented as a Rosin Rammner distribution at the range between 1e-6 and 1e-4 m, which has Sauter Mean Diameter (SMD) of 50 µm According to the photographic study by Reitz [21], the fact of reduction in droplet size in the vicinity of the injector and outer regions was observed.

2.1 Injection Rate and Injection Velocity

A trapezoidal mass flow rate injection profile at 100 bar injection pressure was implemented, as shown in Fig. 1.
The injection parameters employed in this study are shown in Table 1 [22]. The operating conditions such as fuel temperature and back pressure are reported in Table 2. The operating cases have comprised of both flash and non-flash boiling conditions.

### Table 1. Injection parameters.

<table>
<thead>
<tr>
<th>Fuel</th>
<th>n-heptane</th>
</tr>
</thead>
<tbody>
<tr>
<td>Injection pressure (bar)</td>
<td>100</td>
</tr>
<tr>
<td>Total Injected Mass (mg)</td>
<td>3.5-4</td>
</tr>
<tr>
<td>Injection duration (ms)</td>
<td>2</td>
</tr>
</tbody>
</table>

The tendency of flash boiling conditions were indicated in [1] depending on the ratio of air pressure to saturation pressure (AtSPR). Thus, when the ratio is lower than 0.3, full flash boiling conditions appear, when the value varies between 0.3 and 1, it implies that the case is under partial flash boiling conditions, whereas if the AtSPR is higher than 1, it is interpreted as non-flash boiling.

### Table 2. Injection parameters.

<table>
<thead>
<tr>
<th>Cases</th>
<th>T&lt;sub&gt;f&lt;/sub&gt; (K)</th>
<th>P&lt;sub&gt;v&lt;/sub&gt; (bar)</th>
<th>AtSPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>300</td>
<td>0.4</td>
<td>8.47</td>
</tr>
<tr>
<td>2</td>
<td>363</td>
<td>0.4</td>
<td>0.51</td>
</tr>
<tr>
<td>3</td>
<td>393</td>
<td>0.4</td>
<td>0.22</td>
</tr>
<tr>
<td>4</td>
<td>393</td>
<td>1</td>
<td>0.55</td>
</tr>
<tr>
<td>5</td>
<td>393</td>
<td>3</td>
<td>1.65</td>
</tr>
</tbody>
</table>

As a flow rate is implemented into the model, the initial droplet velocity is calculated as follows:

\[
U_{init} = \frac{m(t)}{\rho_l C_d A_n},
\]

where \( A_n \) stands for the nozzle hole area and \( C_d \) is the discharge coefficient for the contraction of the nozzle hole.

For the initial velocity estimation, the discharge coefficient values of 0.45 and 0.5 were used by means of comparing the numerical momentum flux with the data measured at 10 mm from the injector as shown in Fig. 9 by [22]. The optimum value was selected according to the post-processing of momentum flux shown in Sec. 3.

### 2.2. Mesh

Grid size dependency was tested with three grid resolutions. The coarse mesh contained 60000 computational cells, the mesh configuration at medium level contained 180000 cells while the finest mesh configuration was generated with 400000 cells. Cell size was varied from 1 to 1.5 mm in the coarse mesh configuration (see Table 3) ensuring convergence. In addition, cell sizes were at the range of 0.6-0.7 mm in the higher mesh resolution. The liquid penetration was calculated for these cases, as shown in Fig. 2. As it can be seen, the medium and fine meshes gave similar results, while the coarse mesh configuration underestimated the penetration. Considering time costs, the medium grid resolution was applied to all simulations. This configuration contained cells ranging from 0.7 and 1 mm in size in a cylindrical domain, as depicted in Fig. 3. The simulations were done with a time-step of 1 µs as proposed by Zuo et al. [12] for fast evaporating cases.

### Table 3. Computational mesh configuration.

<table>
<thead>
<tr>
<th></th>
<th>Number of cells</th>
<th>Mesh sizes</th>
</tr>
</thead>
<tbody>
<tr>
<td>coarse</td>
<td>60000</td>
<td>1-1.5 mm</td>
</tr>
<tr>
<td>medium</td>
<td>180000</td>
<td>0.7-1.3 mm</td>
</tr>
<tr>
<td>fine</td>
<td>400000</td>
<td>0.6-0.7 mm</td>
</tr>
</tbody>
</table>
2.3.1 Superheated Evaporation Model

The evaporation model proposed by Zuo et al. [12] was applied to the model. It takes into account heat transfer from the superheated droplet itself apart from heat transfer from the surrounding environment. The internal heat flux $Q_i$ is based on the experimental correlations as the heat transfer coefficient $\alpha$, where $\Delta T$ is the superheat degree defined as $T_d - T_b$ and $H_v$ is the latent heat of the fluid.

$$Q_i = \pi \alpha d_a^2 (T_d - T_b)$$  \hfill (2)

At superheated conditions, the total evaporation rate $M_i$ is the summation of subcooled $M_{sc}$ and superheated evaporation rates $M_{sh}$.

$$\frac{dM_i}{dt} = \frac{dM_{sc}}{dt} + \frac{dM_{sh}}{dt},$$  \hfill (3)

where subcooled evaporation rates are calculated as follows:

$$\frac{dM_{sc}}{dt} = d_a \pi \rho_d D \ln \left( \frac{1 - Y_{f,sc}}{1 - Y_{f,R}} \right) Sh,$$  \hfill (4)

where $Sh$ is the Sherwood number, it accounts for increased mass transport due to the relative velocity between the droplet and the gas surrounding the droplet. D is the diffusivity coefficient of the fuel vapor in air, $Y_{f,R}$ is the fuel vapor mass fraction at the droplet surface, while $Y_{f,sc}$ accounts for fuel vapor mass fraction outside the boundary layer. In addition, the heat transfer coefficient $\alpha$ in Eq. 2 is proposed as a function of the superheat degree $\Delta T$ as follows:

$$\alpha = \begin{cases} 760\Delta T^{x_1}, & 0 < \Delta T < 5 \\ 27\Delta T^{x_2}, & 5 < \Delta T < 25 \\ 13800\Delta T^{x_3}, & \Delta T > 25 \end{cases}$$

where the heat transfer exponents were proposed as $x_1 = 0.26, x_2 = 2.33, x_3 = 0.39$ [12]. The superheated evaporation rate is calculated as follows based on Eq. 2:

$$\frac{dM_{sh}}{dt} = \frac{Q_i}{H_v},$$  \hfill (5)

2.3.2 Hybrid Breakup Model

The droplet breakup is driven mainly by the disruptive aerodynamic forces and the restorative surface tension forces. The ratio of aerodynamic forces to the surface forces is represented by the Weber number in Eq. 6.

$$We = \frac{\rho_d U_f^2 d}{\sigma l}$$  \hfill (6)

The larger the We number, the larger the droplets tendency towards breakup. The We number has a key role for the determination of breakup modes as proposed by Pilch and Erdman [23]. The correlations categorized five different breakup regimes depending on the $We$, as shown in Eq. 7.

$$\begin{align*}
T_{bu} &= 6(We - 12)^{-0.25} & 12 < We < 18 \\
T_{bu} &= 2.45(We - 12)^{-0.25} & 18 < We < 45 \\
T_{bu} &= 14.11(We - 12)^{-0.25} & 45 < We < 351 \\
T_{bu} &= 0.766(We - 12)^{-0.25} & 351 < We < 2670 \\
T_{bu} &= 5.5 & We > 2670
\end{align*}$$  \hfill (7)

where $T_{bu}$ is is the non-dimensional breakup time. The characteristic breakup time $\tau_{bu}$ is given by:

$$\tau_{bu} = T_{bu} \left( \frac{\rho_f}{\rho_g} \right)^{0.5} \left( V_f / d \right)$$  \hfill (8)

In addition to the We number, the Ohnesorge number is a representative of the ratio of drop viscous forces to surface tension forces. Drop viscosity results in less energy dissipation by aerodynamic forces. Consequently, droplets are highly unlikely to be deformed under high viscous forces.

$$Oh = \frac{\mu_l}{\sqrt{\rho_l d_s \sigma}}$$  \hfill (9)

In the present study, the TAB and Pilch Erdman correlations were combined as a hybrid model as reported in Table 4.
Table 4. Hybrid breakup model as a function of the We number, [10].

<table>
<thead>
<tr>
<th>TAB Model</th>
<th>We &lt;12</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vibrational mode</td>
<td>12 &lt; We &lt; 18</td>
</tr>
<tr>
<td>Bag regime</td>
<td>18 &lt; We &lt; 45</td>
</tr>
<tr>
<td>Chaotic regime</td>
<td>45 &lt; We &lt; 100</td>
</tr>
<tr>
<td>Stripping regime</td>
<td>100 &lt; We &lt; 1000</td>
</tr>
<tr>
<td>Catastrophic regime</td>
<td>We &gt; 1000</td>
</tr>
</tbody>
</table>

2.3.3 Dynamic Drag Model

The equation of motion for a droplet is written depending on the drag force acting on the droplet as follows:

\[
\frac{d^2 X}{dt^2} \rho V = C_D A_f \rho_g U_r^2 / 2
\]  

(10)

where \( V \), \( A_f \) and \( X \) are the volume, frontal area and position of a drop, respectively. \( U_r \) stands for relative velocity between the gas and liquid phase. The drop drag coefficient is given for a rigid sphere as in Eq. 11 below:

\[
C_{D,\text{sphere}} = \begin{cases} 
\frac{24}{Re} & \text{Re} < 1000 \\
0.424 & \text{Re} > 1000 
\end{cases}
\]

(11)

where the Reynolds number is defined as follows:

\[
Re = \frac{\rho U_r d}{\mu_g}
\]

(12)

However, when a drop moves into ambient conditions, it will have no longer a spherical shape due to distortion and deformations. These deformations were combined with the TAB model [15], predicting the deformation from sphere to disk. Thus, a new drag coefficient was defined as:

\[
C_D = C_{D,\text{sphere}} (1 + 2.632 y)
\]

(13)

where \( C_{D,\text{sphere}} \) is given in Eq 11. Drop distortion \( y \) is calculated by the TAB model by [18] which was activated in the model’s algorithm.

3. Preliminary Results and Contribution to the Model

Different scenarios may lead for injected fuel to go through flashing conditions. In the first scenario, the fuel is injected at relatively low temperatures into an ambient at a higher temperature (the point 3 in Fig. 4) and then it absorbs heat from the surrounding (the point 4 in Fig. 4). The second scenario includes the already superheated fuel, injected into the combustion chamber at lower pressure than the saturation pressure at the concerning temperature (from point 1 as a compressed liquid at 100 bar in Fig. 4 to point 2). In OpenFOAM, the temperature is limited to boiling temperature shortly after the fuel has been injected, as the parcel definition was designed in a way that the first scenario was considered. As a result, there is no superheat degree and droplets are not treated as if they are boiling. In disabling the limitation of temperature to the boiling temperature, designed for fuels undergoing after taking heat from their surroundings, superheat degree was taken into consideration. Thus the temperature-time profile where examined in Fig. 5. It shows the comparison of the standard model with the modified model for two parcels with initially same mass under full flash boiling conditions (\( T_f = 393 \) K and \( P_r = 0.4 \) bar). As it can be seen the droplet temperature decay follows a more normal curve when compared to the standard model, in which temperature is immediately dropped to the boiling temperature.

The enhanced temperature profile has led the droplet to be treated as boiling fuel and to be taken at superheat degree, which enabled the evaporated mass to be computed by Eq. 5. The evaporation rate for a parcel with initially injected with the same mass and diameter was significantly higher in the modified model, as expected. While the droplets processed by the new model used up virtually all their mass, the droplets treated conventionally had still liquid mass inside itself, as shown in Fig. 6.
cells with initially the same mass and vapor mass fraction in the cross section was compared for the standard model and the new evaporative model at 0.7 and 0.9 ms after the start of injection (aSOI). The effect on the area of fuel in gas phase is shown in Figs. 7 and 8. They show the vapor footprint area and the mass fraction of vapor on the spray axis respectively, comparing the standard and modified model. The new model resulted in slightly higher evaporation rate compared to the standard model results.

Two further modifications have been implemented in the OpenFOAM model: the first related to the hybrid breakup model (see Sec. 2.3.2 for further details) and the post-processing of momentum flux calculation across a plane. For the initial velocity calculation discharge coefficient is a very important parameter. In this study the value of the \( C_d \) was not available, so a preliminary study was carried out to find out the optimal value. This was done by looking at the fuel momentum flux data that was available in [22].

They applied a computational model for diesel injection as free-jet (virtual target) and target configurations. They proposed the formulation (see Eq. 14) under transient conditions, similar to real engine-like conditions, for free-jet case to compare the impact force measured at a certain distance from the injector. The proposed formulation was found useful to be applied under unsteady conditions since steady conditions may be only reached after 2 ms aSOI.

\[
F = \int pds + \int \rho v_z^2 ds + M_{\text{droplet}},
\]

(14)

where the integrals are over the area of the plane at distance 10 mm from injector. Subscript \( z \) stands for the injection direction. The momentum flow rate of liquid phase through a virtual plane can be computed applying Eq. 15.

\[
F_d(t) = \sum_{i=1}^{N_d} m_d(t) v_z(t) / \tau,
\]

(15)

\( N_d \) accounts for number of droplet impacting on the plane, \( \tau \) is proposed as the time range between 5e-6 and 2e-5 s.

Thus a comparison was made between the experimental momentum flux measured at 10 mm from the injector as shown in Fig. 9 for the case at 300 K fuel temperature and 0.4 bar chamber pressure. The discharge coefficient values of 0.45 and 0.5 were employed in this comparison and it was found the optimum value of 0.45, where both momentum flux and liquid penetration were in better agreement, as shown in Fig. 10. Consequently a \( C_d \) of 0.45 was used for the rest of this study.
4. Results

The newly implemented model, with the hybrid breakup model was then tested against the experimental data and the Pilch Erdman correlations for both flash boiling and non-flash boiling conditions. Fig. 11 depicts the liquid spray penetration for the three approaches for the same chamber pressure of \( P_c = 0.4 \text{ bar} \) with three fuel temperatures \( T_f = 300 \text{ K} \) (top), \( T_f = 363 \text{ K} \) (center) and \( T_f = 393 \text{ K} \) (bottom), representing non-flash boiling, transition and full flash boiling conditions respectively. In addition, the same initial droplet size was used for flash and non-flash boiling cases. The hybrid breakup model showed good agreement with the experimental data for the flashing cases when the spray was fully developed. There was a slight penetration underestimation between 0.2 and 0.7 ms aSOI Fig. 11 (bottom). For the transition case, where some flashing phenomena have been observed experimentally, the liquid penetration was, in fact, very well predicted. For the non-flashing case (top), both the hybrid model and the Pilch Erdman correlations were able to predict the penetration accurately. Just after 1 ms of injection the models and experimental data differ, this could because the model still accounts for the small liquid droplets to keep traveling while in the experimental data, the fine droplets at the tip of the injector may not be observed under that Mie scattering setup.

The reason why the hybrid breakup models have given closer numerical results for flash boiling cases, lies in the fact that the interaction between air and liquid is higher with the hybrid breakup model. As seen in Fig. 12, the air momentum flux is higher for the hybrid model. Only, at the closest location to the injector of 20 mm the two models show similar results. For the rest, the more drag force exerted on droplets cause them to slow down, which resulted in better predictions with the hybrid breakup model (dash line with symbols in Fig. 12 for the fully flashing case. In Fig. 12 the lines without symbols accounts for the results run with the Pilch Erdman breakup model.
Fig. 12. Air momentum flux for in the injection direction across planes at 10, 30 and 60 from the injector with Pilch Erdman breakup model (dash lines) and hybrid breakup model (dash line with symbols) \((P_f = 0.4 \text{ bar and } T_f = 393 \text{ K})\).

The numbers of particles during the breakup appears to increase in the hybrid breakup model. It increased significantly four times the number processed by the Pilch Erdman breakup model 0.1 ms aSOI. However, this significant increase in the number of particles could not be seen for the cases at lower fuel temperature. Consequently, the penetration results did not make a substantial difference as shown in Fig. 11(top).

Fig. 13 depicts the liquid spray penetration for the same fuel temperature \(T_f = 393 \text{ K}\) for two more chamber pressure of \(P_v = 1 \text{ bar (top)}\) and \(P_v = 3 \text{ bar (bottom)}\). These two cases represent partial flash boiling and non-flash boiling condition respectively. For the partial flash boiling conditions both hybrid and Pilch Erdman models give similar results, with the hybrid model showing a slight under prediction after 0.7 ms aSOI. For the non-flash boiling case, the penetration results differ in higher magnitude. This was because the hybrid model presented droplet with higher drag coefficients as the ambient pressure was increase, slowing down the spray penetration.

5. Conclusion and Future Work

The current numerical framework was aimed to predict the global spray shape under flash boiling conditions. At first, an evaporation model, which takes into account the superheat degree was made functional for flashing fuels injected at high temperature into a chamber at lower temperature. A momentum flux calculation was employed for the determination of the initial conditions. Furthermore, a hybrid breakup model was applied, which reduced the average droplet diameter due to higher level of breakup. As a result, the liquid penetration under for flashing conditions was better predicted when compared to traditional models.

The numerical model with enabled droplet distortion calculations was matched with measured liquid data for flashing sprays at 0.4 and 1 bar chamber pressures whereas for higher vessel pressure of 3 bar, it resulted in over estimation of liquid penetration. This over estimation can be attributable to the direct effect of the air density, which may result in nonphysical drag force exerted on droplets. Moreover, the study has not investigated the initial droplet distribution depending on the conditions. Instead, the same initial droplet distribution has been employed for all cases. Therefore, there may be lacking physical consideration from this point of view.

As a future work, the consideration in which droplet distribution depending on both different chamber pressures and superheat degree for flashing cases is a good focus. In addition to this, Eulerian and Lagrangian solvers can be coupled with each other so that one can switch another depending on spray regions, which may give better results for the non-flash boiling cases particularly. Considering the real engine conditions with piston movements, spray-wall interactions should also be included alongside other sub-models used in the present study.
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Nomenclature

\(C_d\) : discharge coefficient
\(C_{Dr}\) : drag coefficient
\(T_f\) : fuel temperature
\(P_v\) : chamber pressure
\(P_{inj}\) : injection pressure
\(Re\) : Reynolds number
\(We\) : Weber number
\( U_r \) : relative velocity between droplet and air
\( d \) : droplet diameter
\( \rho_g \) : gas density
\( \rho_l \) : liquid density
\( \mu_l \) : liquid dynamic viscosity
\( \sigma_l \) : surface tension
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