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Abstract

To analyse soil-structure-interaction problems, often unbounded domain has to be taken
into account. Since the finite element method (FEM) does not provide open boundary itself
the scaled boundary finite element method (SBFEM) which fulfils the radiation condition
for wave propagation to infinity is used. The coupling of FEM and SBFEM in time domain
is very time and memory consuming, due to the almost fully populated acceleration unit-
impulse matrices and the convolution integral, which has to be solved at every time step.
This paper studies ways to overcome this drawback and describes the influence of different
model reduction techniques: like extrapolated acceleration unit-impulse response matrices,
geometric far-field decoupling and sub-structured far-fields which can be applied to the
far-field and also their combination. The different techniques for a FEM-SBFEM coupling
in time domain are evaluated in terms of accuracy and computational effort.

1. Introduction

The major motivations in the analysis of soil-structure interaction are to construct reliable earthquake-resistant structures and to isolate a
building from surrounding emissions to enhance its comfort or usability. The second one becomes increasingly important in our urban
society. In both cases, it is vital to analyse the structure and also to take the surrounding into account [1, 23, 25].
Numerical soil-structure interaction analysis in time domain is challenging since wave propagation towards infinity has to be taken into
account. Due to the phenomenon, two significantly different types of mechanic have to be addressed. First, there is the region of interest, the
near-field, typically the structure itself and second, there is the infinite half-space, the far-field, surrounding the structures foundation. The
common finite element method (FEM) is not directly applicable to such problems, since it does not fulfill radiation condition implicitly. The
FEM can be supplemented by transmitting boundary conditions [22], absorbing boundary conditions [12, 21] or other types of transmitting
boundaries like infinite elements [2, 7]. Those types of boundary conditions are reflected in [13, 14].
A more precise alternative is to discretize the half-space with the help of either the boundary element method (BEM) [4, 6] or the scaled
boundary finite element method (SBFEM) [31, 32]. The BEM is based on the boundary integral representation of the physical problem and
uses its fundamental solution which fulfills the radiation condition exactly. Here, the SBFEM is used because it combines the advantages of
FEM and BEM. The spatial dimension is reduced by one and the radiation conditions are satisfied exactly as it is in the BEM. Just like FEM,
SBFEM does not require a fundamental solution and the coefficient matrices are symmetric and can be added to the FEM matrices without
changing their dimension [31, 32]. The major advantages of the SBFEM in comparison to the BEM are the symmetric matrices, which can
be exploited in storage and solving process and the absence of singular integrals, which need a very special mathematical and numerical
treatment.
Such numerical schemes have been applied to different two and three dimensional applications successfully. It is especially challenging
to address 3D applications since computational time and memory consumption are increasingly significant. The original formulation of
a coupled FEM SBFEM approach is global in space and time; hence, all degrees of freedom are coupled at the common interface and a
convolution integral has to be solved [31, 32]. To solve the convolution integral acceleration unit-impulse response matrices M∞

t have to be
provided for each time step t. How the M∞

t matrices are computed, is explained in [29] in detail.
With advance in time, the acceleration unit-impulse response matrix M∞ grows from time step ti to ti+1 with a constant increment [34, 33].
Hence, M∞ can be extrapolated at later time steps, assuming a piece-wise constant approximation of M∞ at each time step. Based on this
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approach, a recursive algorithm to speed up the convolutions integral computation significantly has been proposed [17, 18, 19]. A high
performance SBFEM using different time scales applied to near field and far field is also discussed [27]. Instead of solving the convolution
integral high-order local approaches based on continued-fractions have been proposed as well [3, 5, 9].
If real-world problems are to be investigated, this often results in very complex models with a large number of degrees of freedom. In order
to be able to calculate these complex models within a reasonable time and, if necessary, to carry out additional parameter studies, it is
important to have efficient models and algorithms. Therefore, this article discusses different ways of model reduction.
Here, the influence of model reduction techniques, like extrapolated acceleration unit-impulse response matrices, geometrical decoupling and
sub-structured far-field, is investigated. The FEM-SBFEM coupling in time domain is analyzed in terms of accuracy and computational effort.
These model reductions are applied to the original formulation of SBFEM. The influence is shown by conducting a numerical settlement
simulations and taking different mesh refinements and sets of material parameters into account.

2. FEM-SBFEM coupling in time domain

Near-field and far-field are discretized by FEM and SBFEM, respectively. The near-field represents the region of interest, including structure
foundation and parts of the surrounding if needed. The far-field represents the infinite half-space. Both methods are coupled at a defined
common interface Γ, as shown in fig. 2.1.

∞ ∞

Ω

Γ

SBFEM:
scaling center
interface
far-field

FEM:
structure

foundation
soil

Figure 2.1: Problem definition.

The equation of motion for the displacement-based FEM is given by

Mü+Ku = p, (2.1)

in which M is the mass matrix and K the stiffness matrix. The vector u and its second derivative in time represent displacement and
acceleration. Assuming that the period T can be split up into n time steps of the same size yields to a time step length ∆t = T

n . Applying the
Generalized-α scheme [10] to equation (2.1) leads to

(1−αm)Mün+1 +αmMün +(1−αf)Kun+1 +αfKun = pn+1−αf∆tpn . (2.2)

To advance in time, update rules for displacement

un+1 = un +∆tu̇n +

(
1
2
−β

)
∆t2ün +β∆t2ün+1 , (2.3)

and velocity

u̇n+1 = u̇n +(1− γ)∆tün + γ∆tün+1 (2.4)

are introduced. Thus, for αm = 0, the Generalized-α scheme is equal to the HHT−α [16] scheme and for αm = 0 and α f = 0 equal to the
Newmark integration method [24]. The parameters αf, αm, β , and γ of the time step integration scheme should be set as follows

αm ≤ αf ≤
1
2
, β ≥ 1

4
+

1
2
(αf−αm) and γ =

1
2
−αm +αf . (2.5)

In order to couple FEM and SBFEM, the entries of the matrices in equation (2.1) have to be reordered[
MΩΩ MΩΓ

MΓΩ MΓΓ

]
ü+

[
KΩΩ KΩΓ

KΓΩ KΓΓ

]
u =

[
pΩΩ

pΓΓ

]
−
[

0
pb

]
(2.6)

so that the block with the subscript “ΩΩ” contains all nodes located in the near-field while the block with subscript “ΓΓ” contains all nodes
at the far-field-interface. The blocks with the subscripts “ΩΓ” and “ΓΩ” include the coupling information of near-field and far-field nodes.
The vector pb acts on the boundary Γ only. This additional force describes the response of the infinite half-space and can be applied to the
near-field as a load.
The forces acting at the interface of near-field and far-field are given by the convolution integral

pb(t) =
t∫

0

M∞(t− τ)ü(τ)dτ , (2.7)
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in which M∞(t) is the unit-impulse matrix. To solve the convolution integral (2.7), the unit-impulse matrices M∞
i are assumed to be constant

within the time step ∆t,

M∞(t) =



M∞
0 t ∈ [0;∆t] ,

M∞
1 t ∈ [∆t;2∆t] ,

...
...

M∞
n− j t ∈ [(n− j−1)∆t;(n− j)∆t] ,

...
...

M∞
n−1 t ∈ [(n−2)∆t;(n−1)∆t] ,

M∞
n t ∈ [(n−1)∆t;n∆t] .

(2.8)

Due to this assumption and when applying the time step integration scheme, equation (2.7) can be rewritten as

pb(tn) = γ∆tM∞
0 ün +

n−1

∑
j=1

M∞
n− j
(
u̇ j− u̇ j−1

)
. (2.9)

The coupling of FEM and SBFEM is realized by simply adding equation (2.9) to the resorted FEM (2.6)

[
MΩΩ MΩΓ

MΓΩ MΓΓ + γ∆tM∞
0

]
ü+

[
KΩΩ KΩΓ

KΓΩ KΓΓ

]
u =

 pΩΩ

pΓΓ−
n−1
∑

j=1
M∞

n− j
(
u̇ j− u̇ j−1

)  , (2.10)

so the FEM-SBFEM coupling is fully described mathematically.

3. Numerical example

For the purpose of validation, a simple settlement problem is chosen and the numerical solution will be compared by analytical solutions.
Therefore, an infinite half-space is loaded on a square region of 152.4×152.4m2 by a constant load q = 70.0kNm−2 as depicted in figure 3.1.
The SBFEM scaling centre is located in the centre of the loaded area. The distance between scaling centre and boundary Γ is given by the
radius r = 190.2m. Loosely deposited sand is chosen, the material parameters are set as follows: Young’s modulus E = 37150.0kNm−2,
Poisson’s ratio ν = 0.48 and mass ρ = 1800.0kgm−3.

r
q

Figure 3.1: Settlement problem configuration: Near-field with radius r = 190.2m and distributed load q = 70kNm−2 on an area of 152.4×152.4m2.

3.1. Analytical solution

The settlement and stresses underneath a loaded area at an infinite, isotropic and elastic half space can be evaluated analytically. For the
given problem, the settlement at the corner of the applied load is evaluated by solving a semi-analytical approach suggested by Harr [15].
This approach can be simplified when the loaded area is perfectly square

s(z) =
qb

2πE

(
1−ν

2
)(

2ln
(

m+1
m−1

)
−n

1−2ν

1−ν
arctan

(
1

nm

))
(3.1)

with m =
√

2+n2 and n = z
b . The corresponding stresses and shear stresses along the z-direction are given by analytic solutions [26], which

can also be simplified, since the loaded area is perfectly square. Due to the symmetry of the given example σx = σy and τyz = τxz = τxy = 0.0
in the very centre of the loaded area, so that for validation purpose

σx (z) =
q

2π

(
arctan

(
b2

z
√

2b2 + z2

)
− b2z(

b2 + z2
)√

2b2 + z2

)
, (3.2)

σz (z) =
q

2π

(
arctan

(
b2

z
√

2b2 + z2

)
+

2b2z(
b2 + z2

)√
2b2 + z2

)
, (3.3)

τxy = 0.0 (3.4)
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as well as the von Mises stress

σv (z) =
√

σx (z)
2−2σx (z)σz (z)+σz (z)

2 (3.5)

are taken into account. Thereby, b describes the physical dimension of the loaded area. To evaluate the settlement and stresses in the centre
of the loaded area, the loaded region has to be subdivided into four squares of the same size and has to be evaluated separately. The outcome
result of these four subregions must be superposed to get the state variables of settlement and stresses.

3.2. Numerical solution

In order to show the accuracy of the coupled FEM-SBFEM method, the meshes of near-field and far-field are refined several times, so that
the geometry becomes smoother with each step of refinement. This also leads to an increasing number of degrees of freedom (DoF), as
shown in Table 1. To speed up the computation, all meshes have been optimized by renumbering the containing DoF [11].

Table 1: Mesh discretization with different number of DoF. The meshes correspond to [29].

Mesh M1 M2 M3 M4 M5 M6 M7 M8

DoFFEM 396 738 1314 3096 6030 9033 14655 19818
DoFSBFEM 123 219 291 480 843 1083 1515 1827

The longitudinal wave speed is cp =
√

E(1−ν)
ρ(1+ν)(1−2ν)

= 425.779ms−1, so that the critical time step length is given by ∆tcrit =
r

30cp
= 0.0149s

as it is suggested by Borsutzky [8]. The numerical solution is carried out for a period of 6.25s with a time step length ∆t = 0.0125s≤ ∆tcrit,
so that 500 time steps have to be computed. Since the settlement problem is solved in time domain, the chosen period must assure that the
system reaches its steady-state within this period [29]. The parameters of the Generalized-α time step integration scheme can be defined by
a dissipation parameter within the range 0≤ ρ∞ ≤ 1 (ρ∞ = 0 asymptotic annihilation, ρ∞ = 1 no dissipation). Here, ρ∞ = 0.6 is chosen;
hence, numerical damping is introduced by the time step integration scheme, this yields to integration parameters αm = 1

8 , α f =
3
8 , β = 25

64 ,
and γ = 3

4 .
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Figure 3.2: Analytic (solid black line) and numerical solutions for settlement and stresses.

In figure 3.2, the analytical solutions for settlement (eq. (3.1)) and stresses (eq. (3.2)–(3.5)) are shown. The analytical solutions and the
numerical results at steady-state of the meshes M1 to M8 are depicted. Refining the meshes leads to a better accuracy of the numerical
results. This is confirmed by the graphs.

4. Model reduction techniques

Computing the M∞ matrices and solving the convolution integral requires a high computational effort. To simulate n time steps, for each time
step a matrix which includes the N DoF at the interface Γ has to be stored in computers memory. Since the matrices are usually almost fully
populated, N×N×n values have to be stored. Additionally, there are N×n values for the nodal velocities at the interface to store. Another
disadvantage is the convolution integral itself, since its computation requires more and more time with increasing time steps to conduct the
matrix vector multiplications. These two disadvantages of this coupled approach cannot be cured completely, but significantly improved.
To overcome the high time and memory consumption of the coupled FEM-SBFEM approach in time domain, different model reduction
techniques are discussed and evaluated in terms of accuracy and computational effort. The following sections pay attention on how the
results are influenced by applying the following model reduction techniques: extrapolated acceleration unit-impulse response matrices 4.1,
geometric far-field decoupling 4.2 and sub-structured far-fields 4.3 which can be applied to the far-field. Additionally, combinations of model
reduction techniques are discussed 5.

4.1. Extrapolation of M∞

Analysing the evolution of the M∞ entries exhibit that they grow constantly after a certain time step. The simplest and fastest way to check
the constant growth is to evaluate the behaviour of one arbitrary single matrix entry to find the time step tm from which linear behaviour of
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Figure 4.1: The time dependent behaviour of M∞ evaluated by different approaches.

the matrix is assumed. Alternatively, a matrix norm can be used to check constant growth of the matrices, like the total norm

||M∞||G = N max
i, j=1,...,N

∣∣mi j
∣∣ (4.1)

or the Frobenius norm

||M∞||F =

√√√√ N

∑
i=1

N

∑
j=1

m2
i j . (4.2)

All three approaches lead to remarkably different data, which has to be reviewed. This also results in significantly different assumptions of
the time step tm, starting from which constant growth can be assumed and extrapolation is started for the coupled computation. The data of
the first 40 time steps is shown in figure 4.1. Reviewing the graphs in figure 4.1 consequently leads to the following points:

(i) The values inside the matrix do not behave in the same manner. This is clearly depicted by the graphs M∞
n [1;1] and M∞

n [N;N]. From
this, it follows that the chosen matrix entry has an influence on the time step tm and, thus, on the coupled problems solution.

(ii) The total norm ||M∞||G provides usable values which are adverse for numerical treatment. Checking constant growth by algorithms
might lead to improper time starting from where constant growth is assumed and consequently to wrong solutions.

(iii) The Frobenius norm ||M∞||F shows the best behaviour to check constant growth. This is doubtless due to the consideration of all
matrix entries. Unfortunately, this approach also is the one with the highest computational effort.

4.1.1. Algorithm

The algorithm discussed is based on [17]. For the purpose of linearising the unit-impulse matrices, these matrices have to split up for every
time step tn with n > m, that yields

M∞
n = T∞tn +C∞ . (4.3)

Here, C∞ is a constant matrix and T∞ describes the gradient of the unit-influence matrix
(

∆M∞

∆t

)
, which is

T∞ = M∞
m+1−M∞

m (4.4)
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for an equidistant time step size ∆t. Equation (2.9) has to be split up into two subtotals. The first subtotal considers the non-linear matrices
for the time steps tn, 1≤ n≤ m, the second subtotal represents the linear matrices for all time steps tn, n > m. This yields to

pb(tn) = γ∆tM∞
0 ün +pl

b(tn)+pnl
b (tn) ,

= γ∆tM∞
0 ün +

n−m+1

∑
j=1

M∞
n− j+1

(
u̇ j− u̇ j−1

)
+

n−1

∑
j=n−m+2

M∞
n− j+1

(
u̇ j− u̇ j−1

)
.

(4.5)

Solving the non-linear terms pnl
b (tn) is analogous to equation (2.9). The linear term pl

b(tn) is transferred into a recursive algorithm. Inserting
equation (4.3) into the linear term of equation (4.5) leads to

pl
b(tn) =

n−m+1

∑
j=1

(
T∞tn− j+1 +C∞

)(
u̇ j− u̇ j−1

)
,

= (T∞tm +C∞)(u̇n−m+1− u̇n−m)+
n−m

∑
j=1

(
T∞tn− j+1 +C∞

)(
u̇ j− u̇ j−1

)
,

= M∞
m (u̇n−m+1− u̇n−m)+

n−m

∑
j=1

(
T∞tn− j+1 +C∞

)(
u̇ j− u̇ j−1

)
.

(4.6)

Inside the recursive algorithm

pl
b(tn−1) =

n−m

∑
j=1

(
T∞tn− j +C∞

)(
u̇ j− u̇ j−1

)
(4.7)

is needed, hence, n has to be substituted by n−1 in equation (4.6). Applying the difference from pl
b(tn) to pl

b(tn−1) results in the recursive
formula

pl
b(tn) = pl

b(tn−1)+M∞
m (u̇n−m+1− u̇n−m)+T∞ (u̇n−m− u̇0) . (4.8)

Each following time step can be computed in the same manner. Based on this linearisation, N×N×m values are to be stored instead of the
previous N×N×n values, with m≤ n. The number of interface velocities N×n to be stored does not change.

4.1.2. Numerical results

The influence of matrix extrapolation to the solution of a given problem is discussed next. Therefore, two meshes (M5 and M8) from
section 3 are analyzed, assuming that the unit-impulse response matrix grows constantly after a defined instant of time tm. When constant
growth of M∞ is assumed, only m matrices are computed, all other matrices are extrapolated (see eq. (4.4)).
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Figure 4.2: Influence of matrix extrapolation to the settlement problem: Normalized memory usage, normalized compute time and corresponding relative
error.

Figure 4.2 summarizes the most important results of the examination. The normalized memory consumption, normalized compute time
and relative error of the computed displacement s(z = 0) in the centre of the loaded area with respect to the instant of time tm from where
constant growth of M∞ is assumed are shown. The memory needed to provide the M∞ matrices can be reduced significantly by assuming
that they grow with constant increment. In order to show the reduction of memory usage for each instant of time tm, the memory usage is
related to the memory usage when no model reduction is done and all matrices are provided, hence tm = 500.
By reducing the number of M∞ matrices, the computational effort is reduced as well. The corresponding normalized computing times are
shown for both meshes. In both cases, the computation time of tm = 500 has been used for normalization. As long as the instant of time tm is
chosen at a permissible time step, the relative error of the numerical simulation stays constant. If the number of provided matrices is too little
(extrapolation it started too early), the relative error of the computation increases obviously.
Here, 100 matrices are sufficient to solve the given problem without increasing the relative error. This means a reduction of memory
consumption of 81.6% and at the same time a reduction of the computational effort of 95.1% in case of mesh M5. The reductions for mesh
M8 are even greater with 82.8% and 95.4%. When too few matrices are provided, consequently, the far-field leaks stiffness and the computed
settlement becomes too large. If the number of matrices is reduced further, the simulation may become unstable and the near-field might float
into direction of the applied forces due to insufficient far-field response.
Further numerical studies using different sets of material parameters, as summarised in table 2, have been conducted using the mesh M5. The
time step ∆t and the integration scheme parameters stay unchanged. All conducted simulations lead to similar results regarding the following
parameters: memory consumption, compute time and relative error. Figure 4.3 shows the settlement at time step t = 500, 6.25s at the surface
in the centre of the loaded area, when only tm = {50, 60, 70, 80, 90, 100, 110, 150, 200, 250, 400, 500}M∞ matrices are provided and all
further matrices are extrapolated as discussed before. Additionally, the corresponding relative error with respect to equation (3.1) is shown up
to 10%. It is obvious that the error increases when too few matrices are provided and extrapolating of the far-fields’ influence starts too early.
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Table 2: Material sets.

E kNm−2
ν ρ kgm−3 cp ms−1 cs ms−1

loosely deposited sand 37150.0 0.48 1800.0 425.779 83.502
lose gravel 82000.0 0.30 1600.0 262.660 140.398
semi-stiff clay 26000.0 0.45 2200.0 211.725 63.838
crushed rock 150000.0 0.35 2100.0 338.583 162.650
rock 300000.0 0.25 2400.0 387.299 223.607
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Figure 4.3: Settlements’ steady-state and relative error at 6.25s, when tm is chosen.

4.2. Far-field decoupling

The matrices are fully populated, so that all nodes at the near-field far-field interface are coupled with each other. Having a closer look to the
matrix entries lead to the awareness that the geometrical distance of two nodes at the interface Γ influences the matrix entry strongly. The
position of two nodes within the matrix has no influence. How strong the influence of two node turns out is determined by the corresponding
entry in M∞ matrices. The smaller the distance of two node (the closer they are), the bigger is this matrix entry. The bigger the distance of
two nodes, the smaller is the matrix entry. Assuming that the influence of two very far nodes has no recognizable influence to the simulation
lead to introduce a threshold εz, which defines the minimum value considered in the M∞ matrices. The threshold is applied to the matrix
entries after its computation, so it is some kind of a post process. Figure 4.4 shows the assignment of M∞

0 at time step t = 0, all non-zero
entries are pictured by a small dot. Entries containing value of zero or a value smaller then εz are not pictured. Here, the threshold varies
within the range 1.0×10−7 ≤ εz ≤ 1.0×10−1. It is evident how the introduced threshold influences the matrix appearance. The bigger εz is
chosen to be, the less information is stored in the matrix.

(a) εz = 1.0×10−7. (b) εz = 1.0×10−5. (c) εz = 1.0×10−3. (d) εz = 1.0×10−1.

Figure 4.4: M3 matrix assignment of M∞
0 using geometrical decoupling.

The pictured matrices are generated by examining the example M3 (see Table 1). If no threshold is set, the matrices have 291×291 = 84681
entries, and are fully populated. Introducing threshold εz = 1.0×10−7 results in 49855 non-zero values and sparsity of 58.87%. When
εz = 1.0×10−5,1.0×10−3,1.0×10−1 is set 28.6%, 8.51% and 1.2% of memory is needed, respectively. Similar reductions have been
shown in [8, 20].
Since the magnitude of each matrix entry changes from one time step to another, the number of matrix entries to be stored may change as
well. In order to optimize the memory needed, the sparcity pattern is not constant any more, but may change from one time step to another.
That is why the implementation of the algorithm has to be done carefully.
The influence of far-field decoupling is analysed by evaluation memory usage, compute time and relative error of final displacement.
Therefore, the influence matrices M∞

i are computed using different geometrical thresholds εz for M8 (see Table 1). The tolerance value lies
within the range εz = 1.0×10−8 to εz = 1.0×10−2. The results are shown in figure 4.5.
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Figure 4.5: Normalized memory usage of M∞
0 (a), normalized compute time (b) and relative error of final displacement (c) with respect to the chosen

geometrical decoupling threshold εz.

Memory usage and compute time are normalized by the chosen reference solution using εz = 1.0× 10−8. The relative error shows the
computed displacement s(z = 0) compared to the given analytic solution in equation (3.1). It is obvious that increasing the εz decreases
memory usage strongly and somewhat compute time, as shown in figure 4.5a and figure 4.5b, respectively. In this case, for small
1.0×10−8 ≤ εz ≤ 1.0×10−5 the relative error stays almost constant, and the advantage of less memory usage (down to 16%) should be
used. When εz becomes too large the error increases and the user has to decide up to which error the result is still acceptable (see figure 4.5c).
The other meshes M1 to M7 show very similar behaviour.
Far-field decoupling only reduces the amount of memory needed, since the entire far-field is discretized. Therefore, the far-field decoupling
has no relevant influence to compute effort and time. As one can see in figure 4.5b, almost 85% of compute time is needed compared to the
reference simulation also for large tolerances εz ≥ 1,0 ·10−4. The reason for this behaviour is also obvious, since the system size at the
interface stays constant and so the complexity of equations to solve. Only the time needed for memory access does change since matrices
may be more sparse due to the far-field decoupling.

4.3. Far-field sub-structuring

As already mentioned, the geometrical far-field decoupling has no relevant influence on the compute time. Alternatively to the model
reduction in post process, as described in previous section, it is possible to do a model reduction in a preprocess, before the matrices M∞

are computed. For this purpose, the far-field has to be sub structured [32]. When the far-field is decomposed in sub structures artificial
boundaries are introduced. These boundaries decouple nodes with large distance, which have small interaction, as described before. Each
sub structure contains only a fraction of all nodes located at the interface Γ. For each sub structure M∞ can be computed independently. In
figure 4.6a, the interface of mesh M3 is shown. The figures 4.6b to 4.6d show sub-structured interfaces examples.

(a) No sub-structure. (b) Two sub-structures. (c) Three sub-structures. (d) Four sub-structures.

Figure 4.6: M3 subdivided in different numbers of sub-structures.

This is justified by the coupling of FEM and SBFEM, since the substructures have common interface nodes. This common interface nodes
couple the different substructures on the boundary. Along the line from scaling center to these nodes towards infinity the substructures
stay uncoupled. The coupling of sub-structured influence matrices, here M∞

0 , is shown in the figures 4.7b to 4.7d. The pattern of the full
matrix 4.7a is also present in the pattern of sub-structured matrices. The color of matrix entries in figure 4.7 correspond to the color of
substructures in figure 4.6.

(a) No sub-structure. (b) Two sub-structures. (c) Three sub-structures. (d) Four sub-structures.

Figure 4.7: M3 matrix assignment of M∞
0 using sub-structuring.
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For each sub-structure, εz is set to 1.0×10−7 when M∞
0 is computed, so that the figures 4.7a and 4.4a are identical in comparison of related

figures. In contrast to the geometrical decoupling, the pattern of the influence matrix changes in a totally different way when sub-structuring
is applied. The reduction of memory usage is possible and can be derived by figure 4.7 easily. It is also obvious that with an increasing
number of sub-structures the size of each matrix is reduced and the ratio of matrix entries to allocated values increases. This indicates that
the interaction of the nodes within one sub-structure is relatively strong. With increasing number of sub-structures the number of non-zero
values within a matrix increases as well, since the nodes within a sub-structure are geometrically very close to each other. The size of M∞

0
corresponding to the sub-structured domain pictured in figures 4.6 as well as the allocated number of entries and the resulting ratio compared
to the full matrix without sub-structuring is summarized in table 3.

Table 3: Size and allocation of sub-structured M∞
0 matrices.

sub-structures matrix size entriessub allocatedtot ratio [%]

1 291×291 84681 84681 100.00
2 171×171 29241

171×171 29241 58482 69.06
3 129×129 16641

123×123 15129
129×129 16641 48411 57.17

4 105×105 11025
102×102 10404

99×99 9801
105×105 11025 42255 49.90

The artificial boundary does not only decouple far distant nodes, but also direct neighbor nodes, who naturally strongly interact. However,
this approach leads to good results if the topology of element mesh is taken into account during sub-structuring process [30]. Theoretically, it
is also possible to do the sub-structuring based on nodes instead of elements. This would reduce the amount of data even further; hence,
interface nodes would appear only once. This certainly implies that information of some elements is lost, so that the influence of the
half-space is not fully considered. Overlapping of sub-structures is impossible, since there are no common nodes. If the size of the neglected
elements is small, this approach leads to a comparable approach. Another possibility is to use patches as discussed in [28]. The reduction of
memory usage is obvious as well and can be derived by figure 4.7 easily.
In order to analyze the influence of sub-structuring technique to the solution, computations with different number of sub-structures are
performed. Therefore, the far-field-interface of M8 is decomposed based on elements into n sub-structures. As already mentioned, each
sub-structure represents only a part of the entire far-field and can be solved separately. By doing so, the system size of each sub-structure is
reduced compared to the initial configuration, in which the entire interface is taken into account. When the given problem is computed FEM
and SBFEM are coupled (cf. eq. (2.6)) and consequently the sub-structures as well:

[
MΩΩ MΩΓ

MΓΩ MΓΓ

]
ü+

[
KΩΩ KΩΓ

KΓΩ KΓΓ

]
u =

[
pΩΩ

pΓΓ

]
−∑

[
0
psub

b

]
, (4.9)

when psub
b is evaluated for each sub-structure.

In figure 4.8, the interface of mesh M8 is shown, divided into two, four and eight structures.

(a) Two sub-structures. (b) Four sub-structures. (c) Eight sub-structures.

Figure 4.8: M8 subdivided into different number of sub-structures.

The influence of the introduced artificial boundaries is depicted in figure 4.9. With an increasing number of sub-structures, memory usage
and compute time are reduced significantly as shown in 4.9a and 4.9b. This behavior is expected, since reducing size and so the number of
degrees of freedom at the interface reduces the complexity of the problem and so the time to compute it [29].
Figure 4.9c shows the relative error of the conducted settlement simulation with respect to number of sub-structures. Compared to the
previous approach in section 4.2, the relative error is growing faster. The error increases clearly when 2 to 6 sub-structures are introduced,
thereafter the relative error stays almost constant. If additional artificial boundaries are introduced, the far-field looses stiffness and the
settlement is overestimated. From the engineering point of view, this approach leads to conservative results. The big advantage of this
approach is that sub-structuring reduces memory consumption and also compute time massively (see fig. 4.9a and 4.9b). Such a massive
reduction can neither be realized by extrapolation of M∞

0 nor by using a far-field decomposition technique.
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(a) Normalized memory usage.
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(c) Relative error.

Figure 4.9: Normalized memory usage of M∞
0 (a), normalized compute time (b) and relative error of final displacement (c) with respect to the number of

sub-sections n.

5. Combination of model reduction techniques

Next, combinations of the presented model reduction techniques are discussed. Artificial boundaries are introduced as discussed in section 4.3
when the domain is sub-structured. This has a direct influence on the computational result, due to decoupling of neighbor nodes which
normally have a strong interaction. Figure 5.1 shows a reduction of memory consumption and compute time to 62% and 45%, respectively
when far-field is decomposed into three sub-structures. In this case, the relative error only increases slightly. The geometrical decoupling as
discussed in section 4.2 is able to reduce memory consumption significantly, in figure 5.1 one can see that the memory usage can be reduced
to 45% without increasing the relative error. Its influence to compute time is of minor importance (93%), since the problem size and so the
complexity stays constant. The speed up arises from the reduction of amount of data. When extrapolation of M∞ at tm is done, as discussed
in section 4.1, memory usage and computational effort can be reduced down to less than 20% and 5%, respectively without increasing the
relative error.
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Figure 5.1: Relative error of M∞ extrapolation, geometrical decoupling and sub-structuring in relation to normalized memory usage (a) and normalized
compute time (b).

The strong effect of far-field sub-structuring to reduce computational time significantly is shown. Hence, it is promising to combine the
far-field sub-structuring with the geometrical decoupling. Geometrical decoupling has no significant influence on the relative error but on the
memory consumption cf. section 4.2. With increasing number of sub-structures, the error does not rise significantly. When sub-structuring
and geometical far-field decompositions is combined and εz is chosen large enough, the pattern of sub-structured matrices correlates with
matrices of full far-field nearly completely [8]. If εz is chosen to be small this is not the case. Table 4 shows the same configuration as table 3
but with taking geometric decoupling into account. Here, εz is chosen to be 1.0×10−7. How big the further reduction is another ≈10 to
≈40%, depends strongly on the number of sub structures but without increasing the relative error.
If all three model reduction techniques are combined, the memory consumption and computational effort can be reduced even further. This
can be shown by the next two examples impressively: if far-field is subdivided into two sub-structures, εz and tm are chosen to be 1.0 ·10−6,
60, respectively. The memory consumption and compute time can be reduced to ≈2 and ≈9%, respectively, compared to the reference
solution of M8 when no model reduction is applied (cf. fig.5.1 combin1). The relative error is 2.9×10−3 compared to the analytical solution
and is dominated by the sub-structuring method, the other two model reductions have no observable influence on the solution. Subdividing
the far-field into four instead of two sub-structures and setting up the same parameters for εz and tm, leads to a memory consumption
and compute time of ≈1 and ≈5%, respectively, compared to the reference solution (cf. fig.5.1 combin2). The relative error increases to
5.5×10−3 which is almost twice as high. In this case, the relative error is also clearly dominated by the sub-structuring method. Similar
reductions of memory usage and computational effort have been discussed in [30], in which the meshes as well as the reduction have been
smaller. This leads to the awareness that the gain of model reduction techniques rises the bigger and the more complex the problems are.

6. Conclusion

A coupled approach of FEM and SBFEM is particularly well suited for applications, whenever complex structures have to be analysed and an
infinite halfspace has to be taken into account, since the standard FEM can handle complex geometries with different types of material easily
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Table 4: Size and allocation of sub structured M∞ matrices of M3 with εz = 1.0×10−7.

sub structures matrix size entries allocationsub allocationtot ratiosub [%] ratiototal [%]

1 291×291 84681 49855 49855 58.87 58.87
2 171×171 29241 19601 67.03

171×171 29241 19605 39206 67.05 46.30
3 129×129 16641 11665 70.10

123×123 15129 11567 76.46
129×129 16641 11673 34905 70.15 41.22

4 105×105 11025 8105 73.51
102×102 10404 8102 77.87

99×99 9801 8015 81.78
105×105 11025 8125 32347 73.70 38.20

and the SBFEM fulfils the radiation condition to infinity exactly. If damping needs to be considered, it can be easily added to equation (2.1),
the discussed techniques are sill valid.
Since the far-field information can be computed before near-field and far-field are coupled to conduct the actual analysis, it is recommended
to reduce the far-field model as discussed. When constant growth of M∞ is observed starting from an allowed instant of time tm, it is
possible to reduce the need of memory storage and computational effort significantly. Here, it has been shown that the memory usage and the
computational effort can be reduced down to less than 20% and 5%, respectively. This can be achieved without increasing the relative error
of the numerical simulation. The proposed algorithms’ formulation implies that the more degrees of freedom are taken into account and the
more time steps have to be computed, the larger the advantage of this approach is.
Currently, the data of M∞ is analysed to choose the time set tm. It is revealed that picking an arbitrary matrix entry and check constant
growth is not sufficient. A single entry can not state for the entire matrix and its time dependent behaviour, the entire matrix has to be taken
into account. A determination of tm a priori is challenging and will be of interest in future research. Being able to do so could allow to
determine computational cost and memory consumption before running the far-field computation. Secondarily, the checking of constant
growth could be skipped and additional compute time could be saved to make the approach even more effective.
Using far-field decoupling or decomposition technique is relatively simple. The geometrical decoupling technique is simple to implement,
since only one algorithm is needed which assures that only values bigger than εz are taken into account and the matrix size is adapted to
new number of non-zero values. An efficient usage of sub-structuring technique is more complex since algorithms are needed to couple an
arbitrary number of far-field sub-structures to the near-field. Furthermore, the far-field has to be decomposed by the user before computing
the far-fields’ M∞ matrices. Consequently, this leads to a higher effort in mesh generation. This higher effort is worthwhile since memory
consumption and computation time can be reduced significantly if introducing an additional error is allowable.
It is to conclude that the studied model reduction is generally applicable to soil mechanics analysis, as long as linear material models are
sufficient to describe the given problem. Hence, the different chosen sets of material parameters cover a broad range of geotechnically
relevant materials. Further, it can be assumed that this approach is universally valid.
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