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Ozet

Bu c¢alisma, Tirkce biiyiik dil modellerinde nicemleme temelli verimlilik-dogruluk
odiinlesimini kapsamli ve karsilastirmali bigcimde incelemektedir. Calisma kapsaminda, ii¢
farkli Tiirkge biiyiik dil modeli (Trendyol-LLM-7B, Turkish-LLaMA-8B-Instruct ve Turkcell-
LLM-7B) tizerinde hem geleneksel agirlik-yalniz nicemleme yontemleri (INT8 ve INT4) hem
de literatiirde yaygin olarak kullanilan gelismis bir 4-bit post-training nicemleme yaklasimi
olan GPTQ-4 degerlendirilmistir. Nicemlenmemis BFLOAT16 yapilandirmalar1 referans
alinarak, farkli nicemleme stratejilerinin model dogrulugu, iiretim kalitesi ve sistem diizeyi
verimlilik tizerindeki etkileri analiz edilmistir.

Deneysel degerlendirmeler, Tiirk¢e dogal dil isleme gorevlerini kapsayan giincel ve ¢esitli veri
setleri lizerinde gergeklestirilmistir. Siniflandirma performansi; dilbilgisel kabul edilebilirlik

Makale Bilgisi (TrCOLA, MCC), duygu analizi (SST-2), metinsel ¢ikarim (RTE) ve soru-cevap iliskisi (QNLI)
Basvuru: gorevleri lizerinden olgtliirken, tiretim kalitesi XLSUM_TR 6zetleme veri seti kullanilarak
06/12/2025 ROUGE-L metrigi ile degerlendirilmistir. Ayrica VRAM kullanimi, ¢ikarim siiresi ve calisma
Kabul: zamani gibi sistem diizeyi dl¢limler raporlanmistir.

21/12/2025 Elde edilen bulgular, nicemlemenin gorev tiiriine ve kullanilan ydonteme bagh olarak farkl

etkiler gdsterdigini, ancak genel olarak dogrulukta sinirh kayiplar karsiliginda anlaml bellek
tasarrufu ve dagitim kolaylig1 sagladigini ortaya koymaktadir. INT4 ve GPTQ-4 nicemleme
yontemleri, 6zellikle kaynak kisith ortamlarda bellek verimliligi ile kabul edilebilir dogruluk
arasinda dengeli bir ¢6zlim sunarken; INT8 nicemleme bazi siniflandirma goérevlerinde yiiksek
dogrulugu koruyabilmekte, ancak belirli donanim ve yazilim yapilandirmalarinda ¢ikarim hizi
acisindan dezavantaj olusturabilmektedir. GPTQ-4 yaklasimi ise, diisiik bitli temsilin sundugu
bellek kazanimini daha istikrarh ¢ikarim performansi ile birlestirerek rekabetci bir alternatif
olarak 6ne ¢cikmaktadir.

Anahtar Kelimeler: Nicemleme; Biiyiik Dil Modelleri; Model Verimliligi; Ttirkce Dogal Dil
Isleme; Diisiik Hassasiyetli Cikarim.
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Quantization Compensation in Turkish LLMs: An Evaluation of

Accuracy, Speed, and Memory Usage
Abstract

This study provides a comprehensive and comparative analysis of quantization-based
efficiency-accuracy trade-offs in Turkish large language models (LLMs). In this context, three
different Turkish LLMs—Trendyol-LLM-7B, Turkish-LLaMA-8B-Instruct, and Turkcell-LLM-
7B—are evaluated using both conventional weight-only quantization methods (INT8 and
INT4) and a competitive advanced 4-bit post-training quantization technique, GPTQ-4. Non-
quantized BFLOAT16 configurations are adopted as reference baselines to systematically
examine the effects of different quantization strategies on model accuracy, generation quality,
and system-level efficiency.

The experimental evaluation is conducted on a diverse set of Turkish natural language
processing tasks. Classification performance is assessed on grammatical acceptability
(TrCOLA, using Matthews Correlation Coefficient), sentiment analysis (SST-2), textual
entailment (RTE), and question-answering inference (QNLI), while generation quality is
evaluated on the XLSUM_TR abstractive summarization dataset using the ROUGE-L metric. In
addition, system-level measurements such as VRAM usage, inference time, and overall
execution time are reported to provide a holistic assessment of deployment efficiency.

The results indicate that the impact of quantization varies across task types and methods;
however, in most cases, substantial memory savings and improved deployability are achieved
with only limited degradation in accuracy. INT4 and GPTQ-4 quantization methods offer a
favorable balance between memory efficiency and acceptable performance, particularly in
resource-constrained environments. While INT8 quantization preserves high accuracy on
certain classification tasks, it may introduce notable inference speed slowdowns under
specific hardware and software configurations. In contrast, GPTQ-4 emerges as a competitive
alternative by combining low-bit memory efficiency with more stable inference performance.

Overall, the findings demonstrate that quantization strategies constitute an effective and
practical optimization approach for deploying Turkish large language models. Through
comparative analyses across different model architectures and quantization techniques, this
study provides actionable insights into task-aware and method-selective quantization
strategies within the Turkish LLM ecosystem, contributing generalizable evidence to future
research on efficient large language model deployment.

Keywords: Quantization; Large Language Models; Model Efficiency; Turkish NLP; Low-
Precision Inference.

calistirllmasi, yliksek hesaplama gilicii, genis GPU

1 Giris

Son yillarda dogal dil isleme (Natural Language
Processing, NLP) alaninda yasanan en biiyik
atilimlardan biri, Biiyiik Dil Modelleri'nin (Large
Language Models, LLM) yikselisi olmustur.
Milyarlarca parametreye sahip bu derin 6grenme
modelleri, dil anlama ve iiretme gibi karmasik
gorevlerde insan performansina yaklasan sonuclar

elde edebilmekte; bu yoniiyle yapay zeka
arastirmalarinda yeni bir donemi temsil
etmektedir[1]. Bu gelismenin teknik temelini

Transformer mimarisi olusturmakta olup; ChatGPT,
LLaMA, Mistral ve benzeri modeller bu mimarinin
kiiresel 6lcekte yayginlasmasini saglamistir[2].

Bununla birlikte, bu yiiksek basarilarin ciddi pratik
sinirlamalar1  da  bulunmaktadir. LLM’lerin

71

bellegi (VRAM), yliksek enerji tiiketimi ve maliyetli
donanim altyapis1 gerektirmektedir. Ozellikle 7
milyar (7B) ve lzeri parametre iceren modellerin
hem egitim hem de ¢cikarim (inference) asamalarsi,
sinirh  kaynaklara sahip arastirmacilar ve
gelistiriciler icin 6énemli bir engel olusturmaktadir.
Bu nedenle, daha az kaynakla calisabilen verimli
modelleme teknikleri gelistirilmesi giderek daha
kritik hale gelmigtir.

Bu dogrultuda o6ne ¢ikan yontemlerden biri
nicemleme (quantization) teknigidir. Nicemleme,
model agirliklarinin yliksek hassasiyetli (6rnegin
FP32 veya BF16) bicimlerden diisiik bit
genisliklerine  (6rnegin INT8 veya INT4)
dontstiirilmesiyle, modelin bellek gereksinimini
azaltmayi ve ¢ikarim hizini artirmayi hedefler. Son
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yillarda GGUF, GPTQ, AWQ ve BitsAndBytes gibi
cesitli nicemleme stratejileri gelistirilmis; bu
yontemlerin her biri, dogruluk ve verimlilik
arasinda farkl diizeylerde o6diinlesim (trade-off)
sunmaktadir.

Literatlirde, biiytik dil modellerinin diisik bitli
bicimlerde verimli bicimde ¢alistirilmasina yonelik
arastirmalar hizla artmaktadir. Ornegin Lin ve
arkadaslari, Activation-aware Weight Quantization
(AWQ) yontemini gelistirerek, yalnizca agirliklarin
degil, aktivasyon cktilarinin duyarliligini  da
dikkate almis; bdylece 4-bit diizeyinde dahi yiiksek
dogruluk korumasi saglamistir [3]. Liu ve
arkadaslari, LLM-QAT adin verdikleri
quantization-aware training yaklasimiyla, verisiz
distilasyon yoluyla modelin davranis dagilimin
korumus ve o6zellikle 4-bit diizeyinde belirgin
iyilesmeler elde etmistir [4]. Benzer bicimde
SpinQuant, post-training nicemleme siirecinde
olusan sapmalari azaltmak i¢in agirlik ve aktivasyon
matrislerine 6grenilen rotasyonlar uygulayarak 4-
bit senaryolarda kayb1 minimuma indirmistir[5].
Zhao vd., tarafindan onerilen ATOM yontemi, 3-bit
diizeyinde dahi anlaml dogruluk koruyarak Multi-
Granularity Group-wise Quantization (MG-GQ) ve
Two-Stage  Knowledge  Distillation  (TSKD)
stratejilerini birlestirmistir[6]. Dong vd. ise Quality
Adaptive Quantization (QAQ) yontemiyle uzun
baglamli ¢ikarimlarda artan KV-cache bellegi
yukiini 10 kat azaltmistir[7]. Huang vd. (2024) [7],
LLaMA-3 iizerinde yaptiklar1 ampirik analizde 1-8

bit diizeyindeki nicemleme bicimlerini
karsilastirmis; ozellikle 2-4 bit ultra disik
hassasiyetli senaryolarda anlamli performans

diisiisleri gozlemleyerek, diisiik bitli yontemlerin
hala gelistirilmeye acik oldugunu vurgulamistir.

Bunlara ek olarak, Lang ve arkadaslan tarafindan
yapilan kapsamli inceleme, farkli nicemleme
tekniklerini dogruluk (accuracy, perplexity) ve
sistemsel verimlilik (VRAM, model boyutu, hiz)
acisindan karsilastirmis; 06zellikle post-training
nicemleme yontemlerinin donanim tiiriine gore
degisen performans profilleri  sergiledigini
gostermistir[8]. Roy, 4-bit nicemleme bigimlerinin
(nf4, fp4) sicaklik duyarhligi bakimindan farkliliklar
sergiledigini ve quantized modellerin ¢ikarim
hizinda hala dezavantajli olabildigini
belirtmistir[9]. Dumitru vd. katman-temelli bir
yaklasim gelistirerek, katmanlarin 6énem diizeyine
gore degisken bit seviyelerinde nicemlenmesinin
dogruluk kaybini belirgin bicimde azalttifinm
gostermistir[10]. Jin, instruction-tuned LLM’ler
lizerinde 4-bit nicemlemenin ¢ogu gorevde
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dogrulugu korudugunu ancak bazi durumlarda
c¢ikarim hizinda yavaslamalar olusturabilecegini
ortaya koymustur[11].

Ayrica Park vd., Any-Precision LLM adini verdikleri
yaklasimda, farkli bit genisliklerinde nicemlenmis
modellerin aynm1 bellek alaninda eszamanh
barindirilmasini saglayarak coklu model
dagitiminda verimlilik kazanimi saglamistir[12].
Kurtic vd. (2025) [9] ise FP8, INT8 ve INT4
bicimlerinin dogruluk ve hiz dengesini yarim
milyonun f{zerinde test ile sistematik bicimde
karsilastirmis;  INT4’lin  beklenenden daha
rekabetci oldugunu ortaya koymustur[13]. Li vd.,,
tarafindan gerceklestirilen ¢ok yonli bir inceleme
ise, post-training nicemlemenin  agirliklar,
aktivasyonlar ve KV dnbellek tlizerindeki etkilerini
analiz ederek farkl senaryolar icin pratik 6neriler
sunmustur|[14].

Bu calismalar, diisiik bitli nicemleme tekniklerinin
biylik dil modellerinde ©6nemli verimlilik
avantajlar1 sundugunu gostermektedir. Ancak
mevcut literatiiriin biiyiik béliimii ingilizce gibi
yluksek kaynakli dillere odaklanmis; Tiirkce gibi
disiik kaynakli dillerdeki modeller iizerinde
yapilan sistematik incelemeler olduk¢a simirh
kalmistir[15]. Tiirkge LLM’lerin  nicemleme
sonrasinda dogruluk, bellek kullanimi ve ¢ikarim
performansindaki degisimlerinin yeterince
arastirilmamis olmasi, Tiirkge NLP ekosisteminde
onemli bir bosluga isaret etmektedir.

Bu baglamda sunulan ¢alisma, Tirkge biiyiik dil
modellerinde nicemleme temelli verimlilik-
dogruluk o6diinlesimini karsilastirmali ve c¢ok
boyutlu bir c¢ercevede incelemektedir. Calisma
kapsaminda, farkli kurumlar tarafindan gelistirilen
ve mimari 6zellikleri bakimindan cesitlilik gosteren
i¢ Tirkee biiytik dil modeli (Trendyol-LLM-7B[16],
Turkish-LLaMA-8B-Instruct[17] ve Turkcell-LLM-
7B[18]) lizerinde nicemleme stratejilerinin etkileri
degerlendirilmistir. Deneysel analizlerde,
BitsAndBytes tabanli agirlik-yalniz nicemleme
yontemleri (INT8 ve INT4) ile literatiirde yaygin
olarak kullanilan gelismis bir 4-bit post-training
nicemleme yaklasimi olan GPTQ-4 birlikte ele
alinmis; nicemlenmemis BFLOAT16
yapilandirmalar1 referans alinarak dogruluk,
tretim kalitesi ve sistem verimliligi acisindan
kapsamli bir karsilagtirma sunulmustur.
Calismanin temel amaci, Tiirkce LLM’lerin sinirh
donanim kosullarinda verimli bicimde
dagitilabilmesi i¢in uygun nicemleme stratejilerinin
belirlenmesine yonelik sayisal bulgular ve pratik
icgoriiler saglamaktir. Bu dogrultuda, farkli model
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mimarileri ve nicemleme yontemleri iizerinde
gerceklestirilen deneyler aracilifiyla, gézlemlenen
performans egilimlerinin model-6zel mi yoksa daha
genel bir davranisti m1  yansittifi  ortaya
konulmaktadir. Boylece calisma, Tirkce LLM
ekosisteminde gorev-duyarli ve yontem-secimli
nicemleme stratejilerinin secimi ve
optimizasyonuna iliskin literatiirdeki sinirh bilgi
birikimini genisletmeyi hedeflemektedir.

Bu calisma agirlikli olarak agirlik-nicemlemesi
(weight-only quantization) yaklasimlarina
odaklanmakla birlikte, 6nceki ¢alismalardan farkl
olarak  yalnmizca temel INT8 ve INT4
yapilandirmalariyla simirli kalmayip, GPTQ gibi
gelismis diisiik bitli post-training nicemleme
tekniklerini de kapsamina dahil etmektedir.
Aktivasyon nicemlemesi ve KV-cache sikistirma gibi
ek optimizasyon yontemleri ise, ek hesaplama
maliyetleri ve yontemsel karmasiklik nedeniyle
kapsam disinda birakilmistir. Bu tercih, Tiirkce
biiylik dil modellerinin gercek saha kosullarinda
karsilasilan temel gereksinimlere—VRAM
tasarrufu, dagitim kolayligt ve hafif donanim
tizerinde calisabilirlik—odaklanmak amacyla
yapilmistir. Bu yontyle calisma, Tiirkce LLM’lerde
yaygin olarak kullanilan nicemleme stratejilerinin
dogruluk, hiz ve bellek kullanimi iizerindeki
etkilerini hem yalin hem de karsilastirmali bir
perspektiften ele alarak, uygulamaya doniik ve
genellenebilir sonuglar sunmay1 amaglamaktadir.

2 Materyal ve metot

Bu ¢alismada, Tiirkce dilinde gelistirilmis ve farkl
mimari ile egitim 6zelliklerine sahip tli¢ agik kaynak
biiytik dil modeli degerlendirilmistir: Trendyol-
LLM-7B, Turkish-LLaMA-8B-Instruct ve Turkcell-
LLM-7B. Bu modeller, Tiirkce dogal dil isleme
gorevlerinde yaygin olarak kullanilan ve farkl
kurumsal arka planlar1 temsil eden 6rnekler olarak
secilmistir. Nicemleme stratejilerinin etkilerini
karsilastirmak amaciyla, her bir modelin
nicemlenmemis bfloat16 (16-bit) hassasiyetindeki
siriimii referans (baseline) yapilandirma olarak
kabul edilmistir. Bu yaklasim, farkli nicemleme
yontemlerinin dogruluk, iiretim kalitesi ve sistem
diizeyi verimlilik tizerindeki etkilerinin, model-6zel
farkliliklardan arindirilmis ve tutarli bir referans

noktast Uzerinden degerlendirilmesine olanak
saglamaktadir.
2.1 Model ézellikleri

Bu c¢alismada degerlendirilen modeller, Tiirkce
sohbet ve gorev tabanl uygulamalar icin egitilmis,
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orta olcekli (7B-8B parametre araliginda) acik
kaynak biiyiik dil modellerinden olusmaktadir.
Calisma kapsaminda kullanilan modeller sunlardir:
Trendyol-LLM-7B-chat, Turkish-LLaMA-8B-
Instruct ve Turkcell-LLM-7B. Bu modeller, farklh
kurumsal ve akademik Kkaynaklar tarafindan
gelistirilmis olmalari, mimari tercihleri ve egitim
stratejileri bakimindan cesitlilik gostermeleri
nedeniyle secilmistir.

Trendyol-LLM-7B  modeli, Direct Preference
Optimization (DPO) yaklasimiyla egitilmis olup
Tilirkce diyalog ve talimat tabanli gorevlerde
optimize edilmistir. Turkish-LLaMA-8B-Instruct
modeli, LLaMA mimarisi temel alinarak Tirkce
talimat takip yeteneklerini giiclendirmeye yonelik
bir ince ayar siirecinden gegirilmistir. Turkcell-
LLM-7B ise kurumsal 6lcekli Tiirkce veri kaynaklar:
kullanilarak egitilmis, genel amach dil anlama ve
iretim gorevlerine yonelik bir modeldir. Tim
modeller Hugging Face platformu {izerinden
erisilebilir olup, degerlendirme c¢alismalar1 bu
modellerin yayimlanan kararli stiriimleri tizerinde
gerceklestirilmistir.

2.2 Degerlendirme ortami

Model degerlendirmeleri asagida belirtilen dona-
nim ortaminda gergeklestirilmistir:

e GPU: NVIDIA L4 (Ada Lovelace, 24 GB

VRAM)

e CPU: Intel(R) Xeon(R) @ 2.20GHz | RAM:
53.0GB

e Ortam: Python 3.11.13, Transformers

4.54.0+, PyTorch 2.6.0+ Model, Hugging
Face Transformers kiitiiphanesi araciligiyla
yuklenmis ve ¢ikarim islemleri
AutoModelForCausalLM ve AutoTokenizer
siniflar tizerinden gergeklestirilmistir.

2.3 Degerlendirme veri setleri

Model performansinin dogruluk tabanh
degerlendirmesi, Tiirkce dogal dil isleme
gorevlerini kapsayan ve dil anlama yeteneklerinin
farkli boyutlarim1 6lgmeyi amaclayan cesitli veri
setleri kullanilarak gergeklestirilmistir. Bu veri
setleri, siniflandirma ve ¢ikarimsal akil ylriitme
gorevlerinin yani sira iiretim tabanli 6zetleme
senaryolarini da icerecek bicimde se¢ilmistir.

e TrCOLA (The Corpus of Linguistic
Acceptability -  Tiirkce  Versiyon):
Bu gorev, bir climlenin dilbilgisel olarak
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kabul edilebilir olup olmadigini belirlemeyi
hedeflemektedir. Veri kiimesi, Tiirkceye
ozgl bicimbilimsel (morfolojik),
sozdizimsel (sentaktik) ve anlamsal
(semantik) yapilar1 iceren dogru ve hatali
climlelerden olusmaktadir. TrCOLA veri seti
sinif dengesizligi gostermesi nedeniyle, bu
gorevde model performanst Matthews
Correlation Coefficient (MCC) metrigi ile

degerlendirilmistir. Bu goérev, modelin
Tilrkge'nin yapisal ozelliklerine
duyarliligini 6l¢mek acisindan kritik 6neme
sahiptir[19].

e SST-2 (Tiirkce Duygu Analizi Veri Seti):
Ikili duygu analizi problemine odaklanan bu
gorevde, winvoker/turkish-sentiment-
analysis-dataset veri seti kullanilmistir. Veri
kiimesi, Tiirk¢e kullanici yorumlarindan
olusmakta olup her bir drnek olumlu veya
olumsuz olarak etiketlenmistir. Bu gorev,
modelin giinliik dile 6zgi duygusal tonu
dogru bicimde ayirt edebilme yetenegini
degerlendirmektedir[20].

e RTE (Recognizing Textual Entailment -

Tirkge):
Metinler arasi c¢ikarimsal iliski belirleme
gorevinde  boun-tabi/nli_tr  veri  seti
kullanilmistir. Bu goérevde modelin, bir
hipotez climlesinin verilen bir 0Oncil
metinden mantiksal olarak ¢ikarilip
¢ikarilamayacagini belirlemesi
beklenmektedir. RTE goérevi, modelin
anlamsal c¢ikarim ve mantiksal tutarlilik
kurma kapasitesini 6lcmektedir[20].

e QNLI (Question-Answering Natural
Language Inference - Tlrkge):
Soru-cevap  iliskisini = degerlendirmek

amaciyla google/xquad veri setinin Tiirkce
yapilandirmasi (xquad.tr) kullanilmistir. Bu
gorevde model, verilen bir baglam metninin
belirli bir sorunun cevabim1 icerip
icermedigini  smiflandirmaktadir.  QNLI
gorevi, gercekei soru-cevap senaryolarina
dayali olmas1 nedeniyle modelin baglamsal
anlama yetenegini test etmektedir[20].

Siniflandirma gorevlerine ek olarak, modelin metin
iretme yetenegi XLSUM_TR veri seti kullanilarak
degerlendirilmistir. XL-Sum, ¢ok dilli ve uzun
metinlere dayali 0zetleme senaryolarin1 iceren
biiytlik 6l¢ekli bir veri setidir[21]. Tiirkge alt kiimesi
kullanilarak gerceklestirilen bu degerlendirmede,
lretim kalitesi ROUGE-L metrigi ile
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Olclilmistiir[22]. Bu gorev, nicemlemenin uzun
baglamli metin {retimi {zerindeki etkilerini
incelemek amaciyla dahil edilmistir.

2.4 Kuantizasyon yontemi

Bu calismada, farkli nicemleme stratejilerinin
Tirkce blyiik dil modelleri iizerindeki etkilerini
karsilastirmali olarak incelemek amaciyla hem
anlik (on-the-fly) hem de post-training nicemleme
yaklasimlar1  kullanilmistir. Anlik nicemleme
islemleri, bitsandbytes kiutliphanesi araciligiyla
gerceklestirilen agirhik-yalniz (weight-only)
nicemleme yontemlerini kapsamaktadir. Bu
yaklasimda, model agirliklar1 GPU belleginde
(VRAM) INT8 veya INT4 formatinda saklanarak
bellek gereksinimi azaltilmakta; matris ¢carpimi gibi
hesaplama islemleri sirasinda ise bu diisiik
hassasiyetli agirliklar gecici olarak BFLOAT16
hassasiyetine de-kuantize edilmektedir. Bu yontem,
bellek tasarrufu saglarken sayisal kararliligin
korunmasini hedeflemektedir.

Buna ek olarak, calismada gelismis bir 4-bit post-
training nicemleme yontemi olan GPTQ-4[23] de
degerlendirmeye dahil edilmistir. GPTQ[24]
yaklasimi, model agirliklarini gevrimdisi olarak
nicemleyerek, grup tabanli hata minimizasyonu
yoluyla diisiik bitli temsillerde dogruluk kaybini
azaltmay1 amaglamaktadir. GPTQ-4 ile nicemlenmis
modeller, c¢ikarim sirasinda ek bir anlk de-
kuantizasyon adimi gerektirmemekte ve bu yoniiyle
farkli bir performans profili sunmaktadir. Bu
sayede, INT4 tabanl anlik nicemleme ile GPTQ-4
arasinda bellek kullanimi, dogruluk ve c¢ikarim
performansi agisindan dogrudan bir karsilastirma
yapilabilmistir.

Bu calisma kapsaminda aktivasyon nicemlemesi
veya KV-cache sikistirma gibi ek optimizasyon
teknikleri uygulanmamistir. Bu tercih, Tiirkce
biiyiik dil modellerinin gercek saha kosullarinda
yaygin olarak karsilasilan temel gereksinimlere—
VRAM tasarrufu, dagitim kolayhgi ve sirh

donanim lzerinde g¢alisabilirlik—odaklanmak
amaciyla yapilmistir. Bdylece, farkhi agirhk-
nicemleme  yaklasimlarinin  pratik  dagitim

senaryolarindaki etkileri yalin ve karsilastirilabilir
bir cercevede degerlendirilmistir.

2.5 Degerlendirme siireci

Model degerlendirmesi, tim modeller ve
nicemleme yapilandirmalar1 igin tutarhh ve
tekrarlanabilir bir deneysel protokol izlenerek
gerceklestirilmistir. Degerlendirme slireci
asagidaki adimlardan olusmaktadir:
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e Her gorev icin ilgili Tiirkce veri kiimesi
yliklenmis ve standart veri bollinmeleri
(train/validation/test) korunmustur.

e Metinler, her modelin kendi tokenizer
kullanilarak 6n isleme tabi tutulmustur.

e (ikarim silirecinde, sonuclarin deterministik
ve karsilastirilabilir olmasi amaciyla greedy
search yaklasimi kullanilmistir
(do_sample=False). Uretilen ¢cikti uzunlugu
tim deneylerde max_new_tokens=128 ile
sinirlandiriimistir.

e Smiflandirma gorevlerinde model g¢iktilar
gercek etiketlerle karsilastirilarak
performans hesaplanmistir. TrCOLA
gorevinin simif dengesizligi gdstermesi
nedeniyle bu gérevde Matthews Correlation
Coefficient (MCC) [25]metrigi kullanilmis;
SST-2, RTE ve QNLI gorevlerinde ise
accuracy metrigi raporlanmistir.

e Uretim tabanli ozetleme gorevinde
(XLSUM_TR), model ¢iktilar1 referans
Ozetlerle karsilagtirllarak ROUGE-L metrigi
tizerinden degerlendirme yapilmistir.

e Nicemleme yapilandirmalari arasinda
sistem diizeyi karsilastirma yapabilmek
amaciyla VRAM kullanimi, ¢ikarim siiresi ve
toplam ¢alisma zamani gibi olgtimler her
deney icin kaydedilmistir.

Bu calismada, her bir Tiirkge biiyiik dil modeli icin
nicemlenmemis BFLOAT16 yapilandirmasi
referans (baseline) olarak alinmis; INT8, INT4 ve
GPTQ-4 nicemleme yontemleri ayn1 gorev setleri ve
ayni ¢ikarim ayarlari altinda degerlendirilmistir. Bu

yaklasim, gozlemlenen performans farkliliklarinin

nicemleme  stratejilerinden  kaynaklandiginin
tutarli  bicimde analiz edilmesine olanak
saglamaktadir.
3 Bulgular

Bu boltiimde, tli¢ farkh Tiirkge biiytik dil modelinin—
Trendyol-LLM-7B, Turkish-LLaMA-8B-Instruct ve
Turkcell-LLM-7B—farkli nicemleme yapilandirma-
lar1 altindaki performans sonuclari raporlanmak-
tadir. Degerlendirmeler, nicemlenmemis
BFLOAT16 yapilandirmalar1 referans alinarak,
INT8, INT4 ve GPTQ-4 nicemleme yontemlerinin
dogruluk, tiretim kalitesi ve sistem diizeyi verimlilik
tizerindeki etkilerini karsilastirmali bicimde
incelemektedir. Bodylece nicemleme sonrasi
gozlemlenen performans egilimlerinin model-6zel
mi yoksa Tirkce biiyiik dil modelleri genelinde
tutarlh bir davranis m1 sergiledigi ortaya
konulmaktadir.

Deneysel analizler, Tiirkce siniflandirma ve ¢cikarim
gorevlerini kapsayan TrCOLA, SST-2, RTE ve QNLI
veri setleri ile liretim tabanli 6zetleme gorevi olan
XLSUM_TR tizerinde gerceklestirilmistir. Siniflan-
dirma gorevlerinde dogruluk ve gorev-6zel
metrikler (TrCOLA icin MCC) kullanilirken, tiretim
kalitesi ROUGE-L metrigi ile degerlendirilmistir.
Sistem diizeyi gostergeler olarak VRAM kullanimy,
¢ikarim siiresi ve toplam calisma zamani 6l¢iilmiis
ve raporlanmistir. Tim modeller ve nicemleme
yapilandirmalari, ayni gorev setleri ve ayni ¢ikarim
ayarlar1 altinda degerlendirilerek sonuglarin
dogrudan karsilastirilabilir olmasi saglanmistir.

Tablo 1. Coklu Tiirkce LLM’lerde nicemleme sonrasi siniflandirma performansi

Model Nicemleme TrCOLA SST-2 (Acc) RTE (Acc) QNLI (Acc)
(MCCQ)

Trendyol-LLM-7B BFLOAT16  0.1272 0.9014 0.7351 0.6353
INT4 0.1209 0.8956 0.7661 0.5872
GPTQ-4 0.1057 0.8991 0.7603 0.6204

Turkish-LLaMA-8B- BFLOAT16  0.2093 0.8888 0.8532 0.7683

Instruct
INT4 0.1372 0.8911 0.8498 0.7672
GPTQ-4 0.1401 0.9197 0.8681 0.7408

Turkcell-LLM-7B BFLOAT16  0.1245 0.8865 0.8096 0.6112
INT4 0.0932 0.8899 0.7798 0.6067
GPTQ-4 0.0805 0.9071 0.7420 0.6055
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3.1 C(Coklu model siiregleri

Bu boliimde, Trendyol-LLM-7B, Turkish-LLaMA-
8B-Instruct ve Turkcell-LLM-7B modellerinin farkl
nicemleme yapilandirmalari altindaki siniflandirma
performanslari karsilastirmali olarak
sunulmaktadir. Tiim modeller i¢cin nicemlenmemis
BFLOAT16 yapilandirmalar1 referans (baseline)
olarak alinmis; INT4 ve GPTQ-4 nicemleme
yontemleri ayni gorev setleri ve ayni cikarim
ayarlar1 altinda degerlendirilmistir. Elde edilen
sonuglar Tablo 1'de 6zetlenmektedir.

3.2 Sistem diizeyi karsilastirma

Nicemleme  yontemlerinin  pratik  dagitim
senaryolarindaki etkilerini incelemek amaciyla, ti¢
farkli Tiirkce biiyiik dil modeli iizerinde sistem
diizeyi metrikler karsilastirmali olarak
degerlendirilmistir. Model boyutu, GPU bellek
kullanimi (VRAM) ve ¢ikarim hizi (tokens/s)
Olciimleri tiim modeller i¢in ayni donanim ve
¢ikarim ayarlar1 altinda gerceklestirilmis olup, elde
edilen sonuclar Tablo 2’de sunulmaktadir.

Tablo 2 incelendiginde, iic modelde de nicemleme
sonrasinda VRAM kullaniminda belirgin ve tutarh
bir azalma saglandigl gorilmektedir. BFLOAT16
yapilandirmalarina kiyasla INT8 nicemleme
yaklasik %30.2 - %32.9 araliginda, INT4 nicemleme
ise %61.6 - %64.4 araliginda VRAM tasarrufu
saglamistir. Bu durum, bellek kazaniminin
modelden bagimsiz bir nicemleme davranisi
sergiledigini gostermektedir.

Cikarim hizi metrikleri incelendiginde ise tiim
modellerde benzer bir egilim godzlemlenmistir.
BFLOAT16 yapilandirmalar1t en yiliksek c¢ikarim

hizlarim uretirken, INTS8 nicemleme
yapilandirmalar1  belirgin  bir hiz  disisi
sergilemistir. Buna karsiik INT4 nicemleme,

BFLOAT16’a gorece daha yakin c¢ikarim hizlar
sunarak hiz-bellek dengesi acisindan daha avantajli
bir profil ortaya koymustur. Bu davranis, INT8
nicemlemede uygulanan anlik de-kuantizasyon ve
veri tiiri dontlisiimlerinin, hesaplama hattinda ek
gecikmelere yol agmasindan kaynaklanmaktadir.

Tablo 2. Sistem diizeyi metrikler

Model Nicemleme Model VRAM  (Cikarim
Boyutu Kullan Hiz1
(GB) 1mi (tokens/s
(GB) )
Trendyo BFLOAT16  25.48 17.61 17.42
1-LLM-7B
INT8 25.48 11.82 7.80
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INT4 25.48 6.52 14.21
Turkish- BFLOAT16 14.97 20.56 15.62
LLaMA-
8B-
Instruct
INT8 14.97 14.36 6.46
INT4 14.97 7.31 13.58
Turkcell BFLOAT16 13.74 18.25 16.29
-LLM-7B
INT8 13.74 12.37 5.23
INT4 13.74 7.01 14.07

Basit bir verimlilik gostergesi olarak tokens/s
basina VRAM oranmi dikkate alindiginda, INT4
yapilandirmalarinin ii¢ modelde de en ylksek
sistem verimliligini sundugu goriilmektedir. Bu
bulgular, diisiik bitli nicemleme stratejilerinin
yalnizca bellek kazanimi degil, ayni1 zamanda pratik
cikarim performansi acisindan da modelden
bagimsiz olarak tutarli sonuglar {rettigini
gostermektedir.

3.3 GPTQ-4 ve INT4 nicemleme yaklasim-
larmin karsilastirilmasi

INT4 tabanli anlik nicemleme ile GPTQ-4 post-
training nicemleme yaklasimlarinin karsilastirmal
sonuclar1 Tablo 3’te sunulmaktadir. Karsilastirma,
ti¢c farkli Tiirkce blyiik dil modeli iizerinde elde
edilen  sonuglarin  ortalamalar1  iizerinden
gerceklestirilmistir.

Tablo 3 incelendiginde, her iki 4-bit yaklasimin da
bellek gereksinimlerini benzer diizeylerde azalttigi
gorilmektedir. Ortalama VRAM kullanimi INT4
yapilandirmasinda 7.23 GB, GPTQ-4
yapilandirmasinda ise 7.01 GB olarak oOlc¢iilmiis;
bellek kazanimi acisindan ydntemler arasinda
belirgin bir fark gézlemlenmemistir. Cikarim hizi
acisindan  bakildiginda, INT4 yapilandirmasi
ortalama 12.63 tokens/s ile GPTQ-4'iin (12.11
tokens/s) hafif lizerinde yer almakta; ancak iki
yaklasim arasindaki fark sinirl kalmaktadir.

Tablo 3. INT4 ve GPTQ-4 nicemleme
yaklasimlarinin karsilastirilmasi
Metrik INT4 GPTQ-4
Ortalama VRAM 7.23 7.01
Kullanimi (GB)
Ortalama 12.63 12.11
Cikarim Hiz1
(tokens/s)
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TrCOLA - MCC 0.117 0.109
(ortalama)

SST-2 - 0.892 0.909
Accuracy

(ortalama)

RTE - Accuracy 0.799 0.790
(ortalama)

QNLI - Accuracy 0.654 0.656
(ortalama)

XLSUM_TR - 0.161 0.160
ROUGE-L

(ortalama)
Siniflandirma gorevleri acisindan

degerlendirildiginde, GPTQ-4 yapilandirmalarinin
ozellikle SST-2 ve QNLI gorevlerinde INT4’e kiyasla
daha tutarli veya hafif istiin sonuglar Urettigi
gorilmektedir. TrCOLA ve RTE gorevlerinde ise her
iki yontemin performanslari benzer bantlarda
seyretmis ve farklar ihmal edilebilir diizeyde
kalmistir. Uretim tabanh XLSUM_TR o6zetleme
gorevinde oOlgilen ROUGE-L skorlar1 da her iki
yontemin tiretim kalitesi acisindan buyiik 6lgtide
esdeger oldugunu gostermektedir.

Bu  bulgular, INT4  nicemlemenin  hizh
uygulanabilirligi ve yliksek ¢ikarim hizi avantajina
sahip oldugunu; GPTQ-4'lin ise modelden bagimsiz
olarak daha istikrarli ve dengeli bir performans
profili sundugunu ortaya koymaktadir. Dolayisiyla,
INT4 yaklasimi deneysel ve prototipleme odakl
senaryolar icin uygun bir secenek sunarken, GPTQ-
4 nicemleme yontemi Uretim ortamlarinda daha
guvenilir bir alternatif olarak degerlendirilebilir.

4 Sonuclar

Bu c¢alismada, farkli mimari ve egitim 6zelliklerine
sahip tli¢ Tiirkce biiyiik dil modeli (Trendyol-LLM-
7B, Turkish-LLaMA-8B-Instruct ve Turkcell-LLM-
7B) lizerinde uygulanan nicemleme stratejilerinin
dogruluk, liretim kalitesi ve sistem diizeyi verimlilik
tizerindeki etkileri kapsamli ve Kkarsilastirmali
bicimde incelenmistir. Elde edilen bulgular,
nicemlemenin Tiirk¢e LLM’ler icin tek boyutlu bir
optimizasyon problemi olmadigini; gorev tiiriine,
nicemleme yontemine ve sistem kisitlarina bagh
olarak ¢ok boyutlu bir o6diinlesim alam
olusturdugunu acik bicimde ortaya koymaktadir.
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Coklu model sonuclar1 birlikte degerlendirildiginde,
diisik bitli nicemleme yo6ntemlerinin genel
dogruluk  performansimi  belirgin  bicimde
disiirmeden anlamli bellek tasarrufu sagladigi
gorilmiistir. Siniflandirma gorevlerinde
BFLOAT16 yapilandirmalar1 giiclic bir referans
olusturmakla birlikte, INT4 ve GPTQ-4 nicemleme
yontemlerinin cogu gorevde bu degerlere oldukga
yakin performans sergiledigi gézlemlenmistir. Bu
durum, Tiirkce biiyiik dil modellerinde yiliksek
seviyeli anlamsal temsillerin diisiik bitli agirlik
temsilleri altinda da biiytik 6l¢iide korunabildigini
gostermektedir.

Gorev bazinda yapilan analizler, nicemlemenin
etkisinin homojen olmadigin1 ortaya koymustur.
Dilbilgisel kabul edilebilirlik gibi yapisal 6zelliklerin
6n planda oldugu TrCOLA gorevinde, bazi
modellerde diisiik bitli nicemleme
yapilandirmalarinin BFLOAT16 referansina yakin
veya yer yer daha yiiksek performans sergilemesi,
nicemlemenin belirli durumlarda diizenlilestirici
(regularization) bir etki yaratabilecegine isaret
etmektedir. Buna karsilik, duygu analizi gibi
anlamsal yogunlugu yiiksek gorevlerde BFLOAT16
yapilandirmalarinin genellikle en yiiksek dogrulugu
sundugu; o©zellikle INT4 nicemlemede bazi
modellerde  smmirlh  fakat tutarlh  dogruluk
kayiplarinin ortaya ciktigr gozlemlenmistir. Bu
bulgu, agresif bit indiriminin ince semantik
ayrimlarin temsilini kismen zorlastirabilecegini
gostermektedir.

Metinsel ¢ikarim ve soru-cevap iliskisi gerektiren
RTE ve QNLI gorevlerinde ise nicemlemenin etkisi
tim modellerde olduk¢a sinirlh kalmistir. Diisiik
bitli yapilandirmalarin BFLOAT16 referansina ¢ok
yakin dogruluk degerleri liretmesi, baglamsal iligki
kurma ve c¢ikarimsal akil yiiriitme gibi yiiksek
seviyeli dil yeteneklerinin nicemlemeye karsi1 daha
dayanikli oldugunu gostermektedir. Bu sonug,
Tirkce LLM’lerde anlamsal c¢ekirdek temsillerin
nicemleme altinda kararhihgini koruyabildigine dair
giiclii bir deneysel kanit sunmaktadir.

Uretim tabanh 6zetleme gérevlerinde elde edilen
sonuglar da benzer bir dayanikliiga isaret
etmektedir. XLSUM_TR veri seti lizerinde olgiilen
ROUGE-L skorlari, INT4 ve GPTQ-4
yapilandirmalarinin BFLOAT16 referansina
oldukga yakin ciktilar tretebildigini géstermistir.
Ozellikle GPTQ-4 nicemlemenin farkli modellerde
daha istikrarli bir iiretim kalitesi sundugu; diisiik
bitli temsillere ragmen anlamsal biitlinliigiin ve 6zet
tutarliliginin biiylik Olclide korundugu
gozlemlenmistir. Bu durum, gelismis post-training
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nicemleme yontemlerinin uzun baglamli metin
iretiminde pratik olarak uygulanabilir oldugunu
gostermektedir.

Sistem diizeyi metrikler acisindan
degerlendirildiginde, nicemlemenin en belirgin
kazaniminin bellek kullanimi {izerinde oldugu
actkca  goriilmektedir. INT4 ve  GPTQ-4
yapilandirmalari, tim modellerde yaklasik %50’ye
varan VRAM tasarrufu saglamis; bu durum Tiirkce
LLM’lerin sinirh donanim kosullarinda
dagitilabilirligini 6nemli o6l¢iide artirmistir. Buna
karsilik ¢ikarim hizi agisindan farkli nicemleme
yontemleri arasinda belirgin ayrismalar
gozlemlenmistir. INT8 nicemlemenin, anlik de-
kuantizasyon ve veri tiri doéntisiimlerine bagh
olarak tiim modellerde tutarli bicimde hiz diistisii
sergilemesi, bellek kazaniminin her zaman
performans kazanimi anlamina gelmedigini ortaya
koymustur. INT4 yapilandirmalar1 ise hiz-bellek
dengesi agisindan daha avantajli bir profil
sunmustur.

INT4 anlik nicemleme ile GPTQ-4 karsilastirmasi,
diisiik bitli nicemleme stratejilerinin se¢iminde
yalnizca bellek kazaniminmin degil, ¢ikarim
istikrarinin da kritik oldugunu gdstermektedir.
INT4 yaklasimi hizli uygulanabilirligi ve diisiik
miihendislik maliyeti ile deneysel ve prototipleme
senaryolar1 icin uygun bir secenek sunarken; GPTQ-
4, farkli mimarilere sahip modellerde daha dengeli
dogruluk ve sistem davranisi sergileyerek liretim
ortamlar1 i¢in daha giivenilir bir alternatif olarak
One ¢cikmaktadir. Bu ayrim, nicemleme stratejisinin
kullanim senaryosuna gore secilmesi gerektigini
acik bicimde ortaya koymaktadir.

Bu c¢alismada elde edilen bulgular, INT8
nicemlemenin Tiirk¢e biiyiik dil modelleri icin her
kosulda avantajli bir ¢6ziim sunmadigim1 acik
bicimde ortaya koymaktadir. Her ne kadar INT8
yapilandirmalar1 bellek kullaniminda anlamli bir
azalma saglasa da, sistem diizeyi Ol¢limler tim
modellerde INT8 konfigiirasyonlarinin ¢ikarim hizi
acisindan tutarli bicimde dezavantajli oldugunu
gostermistir.  Bu durum, INT8 nicemlemede
uygulanan anlik de-kuantizasyon islemleri ve veri
tliri dontisimlerinin GPU hesaplama hattinda ek
gecikmelere yol agmasindan kaynaklanmaktadir.
Ozellikle BFLOAT16 ile optimize edilmis modern
GPU mimarilerinde, INT8 nicemlemenin beklenen
hiz kazanimini saglayamamasi, bellek tasarrufu ile
hesaplama verimliligi arasindaki iliskinin dogrusal
olmadigini géstermektedir.

Bu bulgunun yalnizca tek bir modele 6zgii olmadigi,
ti¢c farkl Tiirkce blyiik dil modelinde de benzer
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bicimde tekrarlandig1 gézlemlenmistir. Dolayisiyla
INT8 nicemlemede gozlenen hiz diisiisii, deneysel
bir sapma ya da model-6zel bir durumdan ziyade,
kullanilan nicemleme mekanizmasinin yapisal bir
sonucu olarak degerlendirilmelidir. Bu baglamda
INT8, calismada “en iyi” nicemleme ¢6ziimii olarak
degil; daha agresif ve dengeli diisiik bitli yontemlere
(INT4 ve GPTQ-4) duyulan ihtiyaci gerekcelendiren
bir ara basamak olarak konumlandirilmistir. Elde
edilen sonuglar, pratik dagitim senaryolarinda
bellek kazaniminin tek basina yeterli olmadigini;
¢ikarim kararliligi ve hizin da nicemleme stratejisi
seciminde belirleyici faktorler oldugunu
gostermektedir.

Tilirkcenin eklemeli morfolojik yapis1 dikkate
alindiginda, elde edilen bulgular dil-6zel agidan da
onemli ¢ikarimlar sunmaktadir. Uzun ek dizilimleri
ve kelime-alt1 temsillere yiiksek bagimlilik, diistiik
bitli nicemlemede ug degerlerin ve ince istatistiksel
varyanslarin korunmasini kritik hale getirmektedir.

Bu baglamda, Tirkceye 0zgii  morfolojik
karmasikligin nicemleme ile etkilesimi, gérev bazh
performans farkliliklarinin temel

belirleyicilerinden biri olarak degerlendirilebilir.

Sonu¢ olarak bu c¢alisma, Tiirkge biyik dil
modellerinde nicemlemenin etkilerini coklu model,
coklu gorev ve c¢oklu nicemleme yontemi
perspektifinden  biitiinciill  bicimde  ortaya
koymaktadir. Bulgular, diigiik bitli nicemleme
stratejilerinin Tiirkce LLM’lerin pratik dagitimi
acisindan uygulanabilir ve etkili bir optimizasyon
aract oldugunu; ancak en uygun yapilandirmanin
gorev tiird, sistem kisitlari ve kullanim senaryosuna
bagh olarak degistigini gostermektedir. Gelecek
calismalarda, activation-aware quantization
(AWQ), grup tabanli GPTQ varyantlar1 ve gorev-
duyarli nicemleme stratejilerinin Tiirkce gibi
morfolojik olarak zengin diller iizerindeki
etkilerinin daha ayrintih bigcimde incelenmesi,

dogruluk-verimlilik ~ dengesinin daha da
iyilestirilmesine yonelik onemli katkilar
saglayacaktir.
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