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Abstract 

Managing crowded classes in terms of classroom assessment is a difficult task due to 
the amount of time which needs to be devoted to providing feedback to student 
products. In this respect, the present study aimed to develop an automated essay 
scoring environment as a potential means to overcome this problem. Secondarily, the 
study aimed to test if automatically-given scores would correlate with the scores given 
by a human rater. A quantitative research design employing a machine learning 
approach was preferred to meet the aims of the study. The data set to be used for 
machine learning consisted of 160 scored literary analysis essays written in an English 
Literature course, each essay analyzing a theme in a given literary work. To train the 
automated scoring model, LightSide software was used. First, textual features were 
extracted and filtered. Then, Logistic Regression, SMO, SVO, Logistic Tree and Naïve 
Bayes text classification algorithms were tested by using 10-Fold Cross-Validation to 
reach the most accurate model. To see if the scores given by the computer correlated 
with the scores given by the human rater, Spearman’s Rank Order Correlation 
Coefficient was calculated. The results showed that none of the algorithms were 
sufficiently accurate in terms of the scores of the essays within the data set. It was also 
seen that the scores given by the computer were not significantly correlated with the 
scores given by the human rater. The findings implied that the size of the data 
collected in an authentic classroom environment was too small for classification 
algorithms in terms of automated essay scoring for classroom assessment.  
 
Keywords: Automated essay scoring; Literary analysis essay; Classification algorithms; 
Machine learning 

 
 

Introduction 

 
Assessing the written products of the students is one of the most time-consuming activities for 
teachers, especially in classes with a relatively large number of students. This is because 
finalizing a written product involves many processes such as providing/activating background 
knowledge of the students, having them write a draft essay or a paper, giving feedback for 
corrections/adjustments, and recollecting the essays for a final evaluation before moving on to 
the next assignment. In this sequence, the workload appears to be mostly on students since 
they are the ones to write the whole essay and correct or adjust the points suggested by the 
teacher. However, teacher feedback in the evaluation of writing is a crucial point which 
improves the skill and builds relationships between the teacher and the student (Lee, 2014; 
Yang, 2012).  
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Despite the generally acknowledged importance of individualized teacher feedback in the 
teaching of writing, its real-life implementation is rather a strenuous act for teachers in many 
institutions of various educational levels due to issues of excessive workload on behalf of 
teachers resulting from the high number of students they have to deal with each semester, 
which is still an unsolved problem (Ritten, 2012) that is also criticized by Baker (2014). The 
ideal conditions in terms of teacher feedback in writing are also considered to be unattainable 
in practical classroom conditions by Hyland and Hyland (2006).  
 
The problem grows even deeper in literature classes where students are expected to 
demonstrate content knowledge through establishing connections among historical facts, 
social or psychological realities, and a particular author’s style in terms of the way s/he handles 
his or her subject matter. As demanding a task as it is on behalf of students, it also puts 
teachers under an immense amount of workload throughout which they have to assess each 
student product, which is usually in the form of an academic essay in literature courses (Paran, 
2006), in terms of organization, form and content. 
 
Referring back to the problem of crowded classes in the process of feedback provision and 
adding to this the increased workload of essay evaluation within the context of literature 
courses, the present study attempts to provide a technology-oriented solution to the 
mentioned problem through testing the accuracy of Automated Essay Scoring (AES) by using 
context-bound training data and comparing the automatically acquired scores with the scores 
given by the course instructor. 
 
 
Automated Essay Scoring 
 
AES systems can be defined as computer systems which are able to evaluate and score written 
texts (Shermis & Burstein, 2003). Aiming primarily to reduce the amount of time, expense, 
reliability and generalizability-related problems, such systems can be designed to use both in 
large-scale assessment and small-scale classroom assessment (Bereiter, 2003; Page, 2003).  
 
Although there is a variety of academic fields such as computer programming, language 
teaching or mathematical knowledge which use AES systems, Powers et al. (2015) note that 
the working principles of AES systems can be listed as follows in general:  

1. Creation of a data set to be used as ‘training data’ (essays and their scores given by 
experts) 

2. Extraction of the features in the training data 
3. Development of a model which links the essay to its score 
4. Utilizing the developed model to score the unscored essays 

 
Paraphrasing the sequence of the machine learning process provided by Powers et al. (2015) 
within the context of education, it can be stated that the first thing needed for the successful 
evaluation of student essays by a computer is a set of essays already scored by a human. 
Following this, the AES system analyses the essays and tries to figure out which features 
student essays have. In the third step, the computer develops a model by working out the 
relationship between the features of student essays and the scores given by the human expert, 
understanding the scoring criteria. Finally, the essays which have not been evaluated yet are 
scored by the computer using the same criteria. Naturally, this process has its own strengths 
and drawbacks. 
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According to Dikli (2006), the main advantage of using AES systems is that they can provide 
scores and feedback immediately. Moreover, Yang et al. (2012) state that AES systems are 
cost-effective and access to these systems are fairly easy since several AES systems are 
available for online use. In a similar fashion, Weigle (2013) indicates that AES systems are able 
to reduce the amount of labor in essay scoring to a great extent, which is needed for designing 
essay prompts, creating scoring rubrics, scoring and providing feedback. The subjective nature 
of essay evaluation can also be turned into a more standardized process through AES by 
increasing internal consistency (Norbert & Williamson, 2013). From a functional perspective, 
Wilson (2018) proposes that AES systems can be used to identify learners who are at risk of 
failing standardized exams with a writing component. With an emphasis on teacher’s heavy 
workload, Westera, Dascalu, Kurvers, Ruseti and Trausan-Matu (2018) argue that using AES 
systems substantially reduces teachers’ workload without jeopardizing precision in scoring.  
 
The process of AES, however, is not without its disadvantages. In terms of learner psychology, 
AES systems may get students worried about their grades, resulting in a stronger preference 
for human graders, objecting to the scores gives by a computer and anxiety since they doubt 
that a machine could understand concepts or ideas (Barker, 2011; Lai, 2010; Landauer et al., 
2000). On the technical side, the creation or the gathering of an appropriate corpus as training 
data as suggested by Powers et al. (2015) can be problematic. Moreover, Deane (2013) argues 
that AES scoring criteria can be manipulated.  
 
The validity and reliability issues in AES have also been extensively studied in the recent years. 
According to Attali (2013), if AES systems are to replace human raters of essays with an 
acceptable level of validity, they must be using the same criteria as humans and the problem 
with the human criteria of essay scoring is that they are not clear enough to be taught to 
computers. However, comparing human scores to the scores given by the computer is an 
approach which is generally adopted to study the validity and reliability of automatically given 
essay scores.  
 
Attali and Burstein (2006) report strong correlations between human scores and computer 
scores. In a similar vein, Shermis and Hamner (2013) conclude that the correlation between 
essay scores given by a human and a computer rater is as strong as the correlation between 
the scores given by two humans. Imaki and Ishihara (2013) reach a similar conclusion in that 
they reveal a correlation coefficient between human raters and the computer which is as 
strong as the correlation among the essay scores given by nine human raters. On the validity 
and reliability of AES systems being acceptable, a striking result is put forth by Powers et al. 
(2015), who conclude that while automatically given scores correlate more strongly with the 
scores given by more expert raters, the scores correlate weakly with those given by less 
experienced raters. As an alternative way of ensuring validity, it should also be noted that 
Yamamoto, Umemura and Kawano (2018) suggest training AES models that take rubrics which 
have previously been validated as their basis.  
 
Based on the relevant literature, it can be stated that AES systems can save a lot of time and 
effort while they have the potential to cause a certain amount of discontent among the 
students. In addition, according to relevant studies, AES systems can provide an acceptable 
level of convergent and discriminant validity along with inter-rater reliability when they are 
trained accurately.  
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Context-boundedness of Classroom Assessment 
 
The definition of the term ‘classroom assessment’ is a self-explanatory one in terms of the role 
of context in classroom assessment. According to McMillan (2007), classroom assessment is 
“the collection, evaluation, and use of information to help teachers make decisions that 
improve student learning” (p. 8). As suggested in the definition, the aim of classroom 
assessment is assessing student work in order to promote learning (Gavriel, 2013), and thus, 
teachers’ awareness of classroom assessment comes out as a necessity in the teaching and 
learning environment (Greenstein, 2010).  
 
Unlike large-scale assessment, classroom assessment is a highly contextual practice in which 
the teacher actively participates in the learning process of the learners no matter what teacher 
role s/he adopts. What distinguishes classroom assessment from large-scale assessment is that 
teachers are already familiar with their students, their skills, abilities and potentials. Moreover, 
as individuals and groups, the stakeholders interact, communicate and build relationships 
within the context of classroom assessment, which is a quality that is non-existent in large-
scale assessment. In the latter, the raters are typically independent and no relationship exists 
between the rater and the test-taker (Fulcher & Davidson, 2007).  
 
The context-boundedness of classroom assessment can also be inferred from the study of 
Shermis and Di Vesta (2011), who point out that classroom assessment is the projected 
accumulation of data to investigate the effects of the processes of teaching and learning. 
Furthermore, feedback based on the findings are crucial in that they affect the process of 
decision making related to the efficiency of instruction, the changes needed, the consideration 
of learner differences, the observation of learner improvement and goal-setting. As seen from 
the suggested effects of feedback as a result of assessment by Shermis and Di Vesta (2011), 
assessment findings can be benefitted from to make contextual changes or taking the 
contextual factors into account.  
 
According to Brookhart and Bronowicz (2003, p. 225), classroom assessment is composed of 
eight dimensions, which are the purpose, method, criteria and quality of assessment along 
with the nature of teacher feedback, teacher attitudes towards classroom assessment and the 
students. The last dimension suggested by Brookhart and Bronowicz (2003) is the institutional 
policy towards assessments. Similar to Shermis and Di Vesta’s (2011) study, the dimensions 
proposed by Brookhart and Bronowicz (2003) also refer to the context in which classroom 
assessment is practiced and it can be understood that changes in one or more in these 
contextual factors may affect the practice of classroom assessment.  
 
In a case study with Singaporean English Language teachers investigating the contextual 
factors which affect classroom assessment, Chih-Min and Li-Yi (2013) conclude that the high-
stakes examinations which the students take, the management policies of the school, the 
physical environment surrounding the teaching and learning processes, the parents of the 
students, the availability of teacher training and practices in the classroom influence the way 
assessment in carried out in the classroom. Similar to these findings, Anderson and Ben Jafaar 
(2006) indicate that the assessment and educational policies influence classroom practices. 
Other factors that affect classroom assessment practices include teacher expertise in terms of 
experience (Darling-Hammond et al., 2009), the subject that is handled (Anderson and Ben 
Jafaar, 2006) and the methods of assessment and teacher beliefs (Young & Kim, 2010).  
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In short, the literature supports the notion that classroom assessment is a highly contextual 
practice which is affected by factors such as teachers’ and students’ beliefs and attitudes, 
physical environment and policy environment, which create the context of assessment when 
they come together. However, the literature appears to indicate a gap in terms of the use of 
AES systems for classroom-assessment purposes. In this respect, the present study aims to test 
the use of AES in classroom assessment and fill a gap in the literature by attempting to develop 
an AES system which makes strict use of contextual data in order to find out if computational 
algorithms can work out the context-dependent rules of scoring literary analysis essays.  
 

 
Purpose of the Study 

 
Taking the relevant literature into account, it is argued in the present study that the training 
data for AES systems should be as context-specific as possible so that the automated scoring of 
the essays can be carried out in a way that is closer to real-life conduct in terms of classroom 
assessment. In this respect, the present study aimed to test the accuracy of a home-grown AES 
system whose training data consisted of student essays which were graded by the course 
instructor. Secondarily, the study aimed to compare the essay scores given by the computer 
and the course instructor with the aim of revealing if they were correlated.   
 
The research questions of the study are as follows:  

a. Can literary analysis essay scoring criteria be adapted to an automated essay scoring 
environment? 

b. Does using context-dependent data as training data for machine learning produce 
accurate results in the automated scoring of literary analysis essays in English 
Literature courses? 

c. Is there a relationship between the literary analysis essay scores given by the 
instructor of English Literature course and the computer? 

 
 

Methodology 
 
Study Design 
 
Since the automated scoring of student essays and the correlation between human-scored and 
machine-scored essays were sought for in the present study, a quantitative research method 
utilizing machine learning algorithms was preferred. According to Dornyei (2007), a major 
advantage of quantitative research is that reliable and generalizable results can be obtained 
through quantitative research methods, which also allow the researcher to look for 
relationships among variables. Moreover, machine learning, by nature, is a mathematical 
approach to problem solving and it makes heavy use of statistical and discrete analyses relying 
on numerical conversions and the probability theory (Stankova, Balakshiy, Petrov, Shorov & 
Korkhov, 2016). Considering the advantages of quantitative research methods and the nature 
of machine learning, the research problem was approached from a quantitative perspective in 
the present study.  
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Procedures 

The study followed the following phases: 
1. Data collection  
2. Scoring the collected essays 
3. Feature extraction 
4. Feature selection 
5. Testing classification algorithms / Choosing the most accurate one 
6. Having the computer predict the scores for the unscored essays 
7. Checking for the correlation between human-scored and computer-scored essays 

 
 
Data Collection 
 
As argued in the ‘Purpose’ section, the study aimed to create a context-specific database of 
students’ literary analysis essays. For this reason, essay data was collected through the natural 
flow of the English Literature course, resulting in a sum of 160 essays on the following topics: 

1. Madness in Hamlet by William Shakespeare (n = 16) 
2. Death in Hamlet by William Shakespeare (n = 27) 
3. Vengeance in Volpone by Ben Johnson (n = 16) 
4. Greed in Volpone by Ben Johnson (n = 20) 
5. Mastery Conflicts in Robinson Crusoe by Daniel Defoe (n = 16) 
6. Love in Pride and Prejudice by Jane Austen (n = 19) 
7. The significance of Journeys in Pride and Prejudice by Jane Austen (n = 15) 
8. Inversion of Gender Roles in The Importance of Being Earnest by Oscar Wilde (n = 16) 
9. The nature of marriage in The Importance of Being Earnest by Oscar Wilde (n = 15) 

 
The instructions given for the essays required the participants to write literary analysis essay of 
400-600 words explaining how the given theme/motif was handled in the related literary work 
by the author. Upon the collection of the essays, it was seen that the whole corpus of literary 
analysis essays included 160 essays and 53840 words, resulting in an average word count of 
299 per essay.  
 
Each essay was scored by the course instructor using the Bauer and Kohut Argumentative 
Writing Rubric, which helps the rater score an argumentative essay from 1 to 6, each point 
corresponding to a level in Bloom’s taxonomy of educational objectives (Bauer, 2016). In order 
to ensure the reliability of the course instructor’s scoring of the essays, 30% of the essays were 
re-scored 6 weeks after the first scoring. The scores for the first and second evaluation was 
investigated in terms of Cohen’s Kappa to reveal the level of agreement, producing a 
statistically significant Kappa value, K = .861, p < .001, indicating that the scores given by the 
course instructor had a high level of intra-rater reliability.  
 
 
Data Analysis 
 
For the extraction of textual features within the corpus, LightSIDE (Mayfield & Rose, 2013), 
which is a textual feature extraction, organization, machine learning and prediction software, 
was used. For the extraction of the features, the ‘Basic Features’, ‘Parse Features’ and 
‘Stretchy Patterns’ plug-ins within the software were used. As for the basic features, Unigrams, 
Bigrams, Trigrams, POS Bigrams, POS Trigrams, Word/POS Pairs and Line Length features were 
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analyzed and the features ‘Count Occurrences’, ‘Normalize N-gram Counts’, ‘Include 
Punctuation’, ‘Stem N-Grams’ and ‘Track Feature Hit Location’ functions were ticked. For the 
‘Parse Features’ plug-in, ‘Production Rules’, ‘Leaf Productions’ and ‘Dependency Relations’ 
were preferred to include all Parts of Speech, terminal branches and dependencies among 
POS. In the Stretchy Patterns plug-in, pattern length and gap length were left in their defaults 
(2-4 and 1-2 respectively), but surface words and POS tags in patterns were also included in 
the analysis. Once the analysis for feature extraction was initiated, it was seen that the 1GB 
RAM allocated to LightSIDE by default was not sufficient for the process, for this reason, the 
amount of RAM allocated to the software was increased by 2GB.  
 
Upon the completion of feature extraction, ‘Filter Feature Values’ function under the 
‘Restructure Data’ tab of LightSIDE was used to remove the features which had a Kappa value 
below .2 since this value is the threshold value for a fair agreement among features (Viera & 
Garrett, 2005). Moreover, eliminating features with a Kappa below .2 was considered 
necessary by the researcher because the corpus of student essays included 9 essay prompts 
which were in the same style but different in terms of their topics. Therefore, it was aimed 
that the machine learning model would include only the common features across texts, which 
were expected to be the general features related to argumentative essays on literary topics.  
 
The next step for the processing of the data was to find the most accurate classification 
algorithm for the prediction of unscored essays. According to Santos et al. (2012), Logistic 
Regression, Functional Tree, Random Forest, LAD Tree and Naïve Bayes algorithms are among 
the most accurate classification algorithms within the context of essay scoring. Similarly, 
Kumar and Sree (2014) count Naïve Bayes, Logistic Regression and Support Vector Machines 
(SMO) among the most accurate ones. Taking these studies into account, Logistic Regression, 
Naïve Bayes, SMO, SVM, Random Forest and Functional Tree algorithms were tested to see 
how accurate results they produce in the automated scoring of essays using 10-fold Cross-
Validation technique, in which the algorithm uses a random 90% of the data set as training 
data and a random 10% of it as the test data, using a different group and testing the algorithm 
10 times. The results were investigated in terms of prediction accuracy and Kappa values, the 
latter of which indicates an acceptable level of agreement when it is above .40 (Sakiyama et 
al., 2008). Confusion matrices produced for each algorithm were also scrutinized to reveal how 
the algorithms performed. Then, the algorithm with the best results was saved to be used in 
prediction.  
 
The last phase of data analysis included the scoring of 19 new essays on ‘Realization in Mrs. 
Dalloway by Virginia Woolf’ and ‘The Absurd in Waiting for Godot by Samuel Beckett’. In this 
phase, the essays were first scored by the course instructor. Following the scoring of the 
course instructor, the ‘Predict Labels’ function of LightSIDE was run using the trained model, 
which was saved beforehand, to predict the scores for the 19 essays mentioned above. In 
order to test the relationship between human-scored and computer-scored essays, 
Spearman’s Rank Correlation Coefficient was calculated since the number of the essays was 
not sufficient to obtain normally distributed data. 
 

 
Findings 

 
Following the collection and the scoring of literary analysis essays, feature extraction, feature 
selection, testing algorithms and choosing the most accurate one, and score prediction for the 
unscored essays took place in the study.  
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Feature Extraction, Feature Selection and Testing Classification Algorithms 
 
As mentioned in the methodology section of the present study, feature extraction was 
performed by means of ‘Basic Features’, ‘Parse Features’ and ‘Stretchy Patterns’ plug-ins of 
LightSIDE. Feature extraction resulted in the identification of 76168 textual features in the 
whole dataset. However, the features with Kappa values lower than .20 were removed from 
the feature table since they were considered to be the features pertaining to a particular essay 
topic. After the removal of those features, the restructured feature table was seen to have 141 
features.  
 
The restructured feature table was used to test the algorithms mentioned in the methodology 
section. 10-fold Cross-Validation was used to produce the prediction accuracy and Kappa 
values. These values are presented in Table 1.  
 
Table 1. Comparison of the Classification Algorithms 

Algorithm Prediction Accuracy Kappa 

Logistic Regression .55 .44 

Support Vector Machines .52 .41 

SMO .47 .34 

Random Forest .46 .32 

Naïve Bayes .44 .29 

Functional Tree .31 .15 

 
In Table 1, the prediction accuracy and Kappa values are presented for each of the 
classification algorithms that were tested. According to the test results, Logistic Regression was 
the most accurate classification algorithm with a prediction accuracy of 55% and a Kappa value 
of .44. Support Vector Machines, on the other hand, was the second most accurate 
classification algorithm with 52% prediction accuracy and a Kappa value of .41. The least 
accurate algorithm, according to the results, was the Functional Tree with 31% prediction 
accuracy and a Kappa value of .15. The results indicated that Logistic Regression, which was 
the most accurate classification algorithm with the current dataset, could be used for 
predicting the unscored essays. For that reason, the confusion matrix for the model trained 
with the Logistic Regression algorithm is presented below in Table 2.  
 
Table 2. Confusion Matrix for the Model Trained with the Logistic Regression Algorithm 

A / P* x1 x2 x3 x4 x5 x6 

x1 9 1 1 4 1 0 

x2 1 14 3 8 0 0 

x3 1 3 18 5 6 0 

x4 3 3 4 28 4 2 

x5 1 0 5 5 12 0 

x6 0 1 2 7 1 7 

*: A – Actual, P – Predicted 
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In the confusion matrix in Table 2, it can be observed that x1 as the lowest score was 
accurately predicted in 9 essays out of 16, having been confused with x4 4 times. The second 
lowest score, x2, was predicted accurately in 14 essays out of 26, having x4 as the class with 
which it was mostly confused. The third score, x3, which had been given by the researcher 33 
times, was accurately predicted in 18 essays, having been confused with x4 and x5, the latter 
one of which was predicted accurately 12 times by the algorithm. The highest score, x6, was 
rather problematic in that it was predicted accurately in 7 essays out of 18 but confused with 
x4 in another 7.  
 
 
Score Prediction and Comparison against Human Scoring 
 
The dataset whose scores were to be predicted contained 19 essays analyzing the themes of 
‘Realization’ in Mrs. Dalloway by Virginia Woolf and ‘The Absurd’ in Waiting for Godot by 
Samuel Beckett. The human rater scored the essays in this data set before the prediction of 
the computer so as not to be biased by the predictions. The score agreement between the 
human rater and the computer are given below in Table 3 in the form of a matrix showing 
frequencies.  
 
Table 3. The Comparison of the Scores Given by the Human Rater and the Computer 

H / C* x1 x2 x3 x4 x5 x6 

x1 0 0 0 0 0 0 

x2 0 2 0 0 1 0 

x3 0 0 2 1 1 0 

x4 0 2 0 1 0 0 

x5 0 1 0 3 0 0 

x6 0 1 0 3 0 1 

*: H- Human, C- Computer 
 
As seen in Table 3, there is no essay which was marked ‘1’ in the final dataset of 19 essays. 
Moreover, 3 essays were assigned the score of ‘2’ by the human rater while 6 essays were 
given the same score by the computer. For the score of ‘3’, the ratio of the frequency is 4 
against 2 in favor of the human rater. The third highest score, ‘4’, was given by the human 
rater 3 times but 8 times by the computer. The second highest score, ‘5’ was given by the 
human rater 4 times but 2 times by the computer. Similar to the confusion matrix of the 
training model, the score ‘6’ was again a point of confusion, having been given by the human 
rater 5 times but only once by the computer. 
 
Although it is possible to infer from the matrix in Table 3 that the scores given by the human 
rater and the computer are not in agreement, it is necessary to compute the correlation 
coefficient to reach more concrete evidence. Upon computation, Spearman’s Correlation 
Coefficient indicated that the scores given by two parties are not significantly correlated (rs = 

.246, p > .05, r² = .06), which showed that the scores assigned by the course instructor and the 
algorithm did not agree.  
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Discussion and Conclusion 

 
The present study aimed to find out if general argumentative/expository essay criteria could 
be adapted to an automated essay scoring environment, if using entirely context-dependent 
data was sufficient to train the computer to produce accurate results in literary analysis essays 
and if the essay scores given by the computer correlated with the scores given by the course 
instructor.  
 
The findings indicated that, in order to develop a generic model which can be used for multiple 
literary analysis essay prompts regardless of the topic, only .019% of the total amount of 
extracted textual features could be utilized with the dataset of the study, since the rest of the 
features did not seem to be common for all the essays within the dataset. However, the 
exclusion of features does not necessarily pose a problem because as long as the results are 
accurate, the low percentage of features that have an acceptable level of agreement with the 
whole data set is not considered to be a problem since having fewer features in the training 
model makes the training process less complex, contributing to the training of a more generic 
model (Abu-Mustafa et al., 2012), which was among the aims of the study.  
 
As for training an accurate model, logistic regression algorithm was the most accurate one 
with the dataset that was used for the purposes of this study, producing an adequate Kappa 
value according to Sakiyama et al. (2008). Nevertheless, according to the findings, the 
percentage of prediction accuracy was only slightly above the half of the data set, from which 
finding it could be inferred that half of a given dataset would be inaccurately scored by the 
computer. In addition to the numerical problems that arise out of mathematical calculations, 
this finding also signals a pedagogical problem in that feedback should be as close as possible 
to the real performance of a learner so that it has a positive impact on the future performance 
and the motivation level of the learner (Nunan, 2010). In this respect, using a model that is 
only half-accurate may have a negative effect on the performance and motivation levels of the 
learners within a particular group.  
 
The relatively low prediction accuracy of the trained model also posed problems related to the 
dataset of unscored essays gathered with the purpose of predicting their scores. According to 
the findings, the model could predict only 6 out of 19 essays accurately, which produced a 
prediction accuracy of only 32%. Related to this, correlation analysis revealed that the scores 
predicted by the computer were not significantly correlated with the scores given by the 
course instructor.  
 
As a consequence, training an automated essay scoring model using machine learning and text 
classification algorithms does not seem to be a solution for managing and providing feedback 
for the written assignments in English Literature course due to the inaccuracy of the training 
model which may have unwanted effects on the performance of the learners as well as their 
motivation levels (Nunan, 2010). The failure of producing an accurate model may be attributed 
to the low number of instances in the dataset since Heilman and Madnani (2015) state that 
increasing the sample size of the training dataset as well as the instances per score level 
significantly contributes to the performance of the training model. Within the context of the 
study, although it could be possible to increase the number of instances to some extent, the 
inevitable limit is the limited number of students who take the English Literature course, thus 
it may not be possible to double or triple the number of essays to be submitted by the 
students. The algorithm that was used for the prediction task, namely logistic regression, may 
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also have reduced the prediction accuracy as it has been reported to be a prediction algorithm 
with relatively low accuracy by Jung (2017). However, it was used for the tasks in the present 
study since it was the most accurate algorithm among the others which were tested. Even so, 
data clustering methods can still be tested to improve the overall prediction accuracy of the 
algorithm even though clustering may risk data shrinkage and data ignorance (Trivedi, Pardos 
& Heffernan, 2015).  
 
Taking the conclusions into account, the strongest limitation of the study appears to be the 
sample size since it may be the reason why the training model did not produce accurate results 
in terms of classifying student essays according to their scores. For this reason, a future 
research suggestion can be to double or triple the sample size and replicate the study to see if 
the results are more accurate. In addition, creation of larger datasets through resampling 
methods can also be tested to observe if resampling adds to the accuracy of the findings. At 
this point, however, it should also be kept in mind that each score level should have an 
adequate number of instances. If the increase in the sample size is combined with data 
clustering, it appears that more accurate results can be obtained from similar analyses. 
Another limitation of the study is that the psychological effects, along with the washback 
effect, of automated essay scoring is not scrutinized within the context of the present study. 
Upon creation of a working training model and utilizing it, these effects should also be 
measured within its own context in order to reveal if the automated scoring of the essays has a 
positive or negative effect on the learners. 
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