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Abstract 

Some challenging studies are experimentally applied for characterizing parameters in Proctor compaction 

tests. Compression of a fill is mechanically done in Compaction process. Compaction is a physical process 

which gets the soil into a dense state. Improving the shear strength and decreasing the compressibility and 

permeability of the soil can be done with this physical process. Support Vector Machine (SVM) is a 

popular method due to its performance today. This method is commonly employed in the regression 

analysis as well as being used in the classification process. In this study, SVM was employed to predict of 

compaction parameters (maximum dry unit weight and optimum moisture content) without making any 

experiments in a soil laboratory. In the study, more than a hundred compaction data collected from the 

small dams in central Anatolia region was employed. In the study, R errors are satisfied (0.92 and 0.89) for 

SVM models. Consequently, the proposed regression analysis with SVM is useful for model design of the 

projects in where there are limitations as financial and temporal. 
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1. Introduction 

Compaction is the process of increasing soil density by 

applying mechanical energy [1]. Compaction is very 

important in engineering projects such as road airfields, 

earth dams, landfill construction, etc. With the help of 

the compaction process, seats under the fixed and 

dynamic loads of the floors are reduced, wear ability 

can be reduced or delayed; liquefaction features can be 

eliminated, volume changes due to affect such as frost, 

swelling, and shrinkage can be controlled by 

permeability is reduced, and a more stable structure can 

be imparted to the ground. 

Two important compaction parameters which are the 

standard dry weight unit (γkmax) and optimum water 

content (Wopt) values can be obtained by standard 

compaction test in laboratory. In order to estimate 

compaction parameters, too many different studies have 

been tried by distinctive researchers. One of the first 

studies to determine the compaction parameters based 

on prediction was the correlation study among optimum 

water content, liquid limit and plasticity index [2]. 

Jumikis developed different methods to determine the 

dry unit volume weight (γkmax), and optimum water 

content (Wopt) on fine-grained soils [2]. McRae 

developed compaction classification index to estimate 

approximate compaction energy with compaction values 

belonging to different grounds [3]. Joslin developed the 

compaction curves titled as Ohio compaction curves, 

and it was stated that calculation of compaction values 

belonging to any grounds with the help of Ohio 

compaction curves was possible [4]. Johson and Salberg 

tried to determine approximate optimum water content 

for the standard compaction experiment using a chart, 

including plastic limit and liquid limit values [5]. In the 

following years different researchers have conducted 

various researches on Atterberg limit values and the 

predictability of optimum water content [6–10]. 

Regression analysis is a method used to measure the 

relationship between two or more variables. There are 

two types of regression analysis, one-variable regression 

and multivariate regression analysis. These analysis 

types are employed in many applications, especially in 

the engineering field. For example, in civil engineering, 

if we want to estimate the maximum dry unit weight or 

optimum water content from soil index parameters or 

California bearing ratio from compaction parameters, 

we can use regression analysis. In such problems, the 

function’s curve/surface between input and output is 

tried to find. Thanks to this function, we can estimate 

the unrecorded values like motor powers, bio gas 

information from recorded input values in an 

experimental system. Because it is difficult to reach the 

experimental parameters in soil compaction analysis, 

outputs can be obtained by regression methods for 

untreated experiments [10].  
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Support vector machine (SVM), is a popular method, 

was developed by Vapnik [11], and it aims to find a 

special straight line for discriminating different classes. 

There are many possibilities for drawing a line between 

two classes. SVM tries to find the farthest line to both 

classes. Thus, fault tolerance is considerably increased. 

Boundary line in which SVM is near is tried to be found 

to distinguish the binary classes from each other. After 

the boundary, line is found using training data, test data 

are classified according to which side of the border they 

are. In SVM, samples which can’t be linearly 

discriminated are moved to a higher-dimensional space. 

Samples are analyzed in this space. There are lots of 

methods for doing regression. These methods are single 

and multiple regression analysis, Artificial Neural 

Network and SVM. SVM is commonly used in both 

regression and classification analysis. In this study, we 

prefer SVM for providing higher estimation 

performance when compared the others [12, 13]. 

In this study, it is aimed to estimate the compaction 

parameters without performing laboratory experiments 

using SVM. For this purpose, 126 compactions and 

ground classification experiments were employed from 

different grounds (CH, GC, GM, MH, MI, ML SC) 

throughout Turkey. In the study, we used Matlab 

programming environment while SVM models were 

generated. We employed 126 rows data and 37 of 126 

were chosen as test and the rest of data was used as train 

data. In result of the study, we measured correlation 

coefficients (R) as success in the regression process 

with the help of SVM models. 

2. Materials and Methods 

2.1 Characteristics of the studied soils 

The concepts of grading, consistency limits (liquid limit 

and plastic limit), density and compaction parameters 

(γkmax, Wopt) have been the oldest and most fundamental 

in soil mechanics. These characteristics are commonly 

used to identify, classify and assess the soils properties. 

Grading can be readily appreciated by even the most 

untrained eye that gravel is a somewhat different material 

from sand. Likewise, silt and clay are also different too. 

Perhaps not quite so obvious is that it is not just the 

particle size is important but the distribution of sizes that 

make up a particular soil. Thus, the grading of a soil 

determines many of its characteristics. Specific density is 

usually of primary consideration where density values are 

used directly; to calculate earth pressures behind retaining 

walls or basements, for example, since it is the combined 

mass of soil and water that determines the pressure. The 

notion of soil consistency limits steams from the concept 

that soil can exist in any of four states, depending on its 

moisture content. However, the study has been 

investigated for only two states (the liquid and plastic 

limits). The liquid and plastic limits represent the moisture 

contents at the borderline between plastic and liquid 

phases and semisolid and solid phases (Figure 1).  

 

Figure 1. Atterberg (Consistency) limits. 

The compaction parameters which are the maximum dry 

unit volume and the optimum water content are 

determined by the proctor test under the laboratory 

conditions. The optimum water content providing to 

obtain the maximum dry unit weight is called as the water 

content (Figure 2). Assessing optimum water content 

using maximum dry unit weight is important in the 

engineering projects and the required engineering 

parameters are determined for compressing the soils using 

these data. 

 

Figure 2. Compaction curve. 

2.2 Data 

Data obtained from ground tests made in different regions 

of Turkey were used in Support Vector Machine (SVM) 

experiments. The statistical values of the data used in 

analyzing section are shown in Table 1. According to the 

unified soil classification system (USCS), grounds are 

segmented as CH, CI, CL, GC, GM, MH, MI and ML. 

126 data set are developed in regression models using 

SVM. 

Table 1. Statistical values of the data used in the study. 

 
Silt 

(%) 

Sand 

(%) 

Gravel 

(%) 

Gs 

(%) 

LL 

(%) 

PL 

(%) 

Wopt 

(%) 

Max 

DUW 

Max 83,30 71,26 67,10 2,85 56,75 29,84 26,00 2,09 

Min 13,00 15,49 0,05 2,58 23,10 13,68 7,60 1,43 

Aver. 50,43 37,10 12,47 2,72 39,44 21,35 16,19 1,79 

Hydr. 51,00 35,75 9,32 2,72 37,20 21,50 16,05 1,79 

Skewn. -0,16 0,54 1,44 -0,06 0,42 0,06 0,38 -0,06 

Kurtosis -0,57 -0,11 2,35 -0,33 -0,54 -1,12 0,75 0,22 

Varyans 224,91 135,46 153,24 0,00 53,10 16,92 10,76 0,01 

STD 14,97 11,98 12,37 0,06 7,20 4,06 3,27 0,12 
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2.3 Support Vector Machine Regression (SVM-R) 

Support vector machine is a kernel based method and it 

is perfectly applies for regression and classification 

problems [14, 15].  This method was developed in 1998 

by Vapnik firstly. SVM is robust, powerful and based 

on principles when compare the other machine learning 

tools. Linear SVM tries to find a regression function 

stated as 𝑓(𝑥) = 𝑤𝑇𝜑(𝑥) + 𝑏 in hyper plane. This 

function is obtained using “ε insensitive” loss function. 

Nonlinear SVM is obtained by solving the Squared 

Programming Problem (SPP) given in the following. 

𝑤,𝑏,𝜀,𝜀∗
𝑚𝑖𝑛  

1

2
‖𝑤‖2 + 𝐶(𝑒𝑇𝜀 + 𝑒𝑇𝜀∗) 

s.t. (𝜑(𝐴)𝑤 + 𝑒𝑏) − 𝑌 ≤ 𝑒𝜖 + 𝜀, 𝜀 ≥ 0𝑒 

𝑌 − (𝜑(𝐴)𝑤 + 𝑒𝑏) ≤ 𝑒𝜖 + 𝜀∗, 𝜀∗ ≥ 0𝑒 
(1) 

In this equation, C is both a predetermined parameter 

and an edit parameter maintaining balance between 

adaptation of mistakes and evenness of regression 

function. 𝜀 and 𝜀∗ are factitious variables showing 

whether samples enter or not to 𝜖- tube. Dual of SPP are 

calculated as in the following equations using Lagrange 

multipliers (𝑎 and 𝑎∗). 

𝑎,𝑎∗
𝑚𝑎𝑥 −

1

2
(𝑎 − 𝑎∗)𝑇𝐾(𝐴, 𝐴𝑇)(𝑎∗ − 𝑎)+𝑌𝑇(𝑎∗ − 𝑎)

+ 𝜖𝑒𝑇(𝑎∗ + 𝑎) 

s.t. (𝜑(𝐴)𝑤 + 𝑒𝑏) − 𝑌 ≤ 𝑒𝜖 + 𝜀, 𝜀 ≥ 0𝑒 

𝑌 − (𝜑(𝐴)𝑤 + 𝑒𝑏) ≤ 𝑒𝜖 + 𝜀∗, 𝜀∗ ≥ 0𝑒 

(2) 

We can find 𝑎(∗) = (𝑎1, 𝑎1
∗ , 𝑎2, 𝑎2

∗ , … , 𝑎𝑛 , 𝑎𝑛
∗ ) and b 

threshold values after SPP (2) is solved and then we 

obtain regression function. 

𝑓(𝑥) = ∑(𝑎∗ − 𝑎)

𝑛

𝑖=1

𝐾(𝑥𝑖 , 𝑥) + 𝑏 (3) 

In this statement, K(xi, x) = (φ(xi). φ(x)) represents the 

kernel function and gives the dot product in hyper plane. 𝑎 

and 𝑎∗ are Lagrange multipliers and provide 𝑎𝑖 𝑎𝑖
∗ =

0, i = 1,2, … , n. Function 𝑓(𝑥) is stated by 𝑎𝑖 ≠ 0 and 

𝑎𝑖
∗ ≠ 0 samples (Support Vectors) which are Lagrange 

multipliers. Moreover, 𝐴 = (𝑥1, 𝑥2, … , 𝑥𝑛) and 𝑌 =
(𝑦1, 𝑦2, … , 𝑦𝑛) are input and output of training data 

respectively [15]. 

3. Results  

In this study, the compaction parameters (γkmax, Wopt) 

were determined by SVM Regression method using 

experimental data collected from different regions of 

Turkey vicinity of Niğde. We employed cross-validates a 

support vector machine (SVM) regression model. SVM 

regression model was based on non-linear system so the 

model used radial basis kernel function (RBF). Thanks to 

the RBF function we carried system to multi-dimensional 

space with SVM regression, and we used six inputs and 

two outputs in the model. And we had two prediction 

models and finally we had two outputs for both γkmax and 

Wopt outputs. Moreover, two different models in which the 

number of input variables weren’t changed, and inputs 

were preferred as six in the analyses. The six input 

variables used for Model-I and Model-II. The variables 

were fine-grained (FG, %), sand (S, %), gravel (G, %), 

specific density (Gs), liquid limit (WL, %) and plastic limit 

(WP, %). Hence, regression model was obtained according 

to the two outputs. We employed Matlab platform for 

regression analysis. Our SVM regression model was 

obtained and given for each model in Table 2. 

We tested the convergence of the model and we had 1 and 

this value 1 indicated that the two models did converge. 

Iteration number was 126 when we set up the model. We 

used k fold cross validation method for modeling. In this 

study, k was generated as 30% of the data. We constructed 

a partitioned regression model, and examined the cross-

validation losses for the folds and loss costs were obtained 

as 3,37 for Model-I and 0,45 for Model-II. At the end of 

the analyses, we obtained two predicted outputs. We 

compared the outputs with the true outputs for each 

model. And result values are given in Table 3 and Table 4 

for each model respectively. Errors were calculated, and 

these values are given in third column in the tables. Mean 

Square Errors (MSE) were calculated as 0.96 for Model-I 

and 0.44 for Model-II respectively. 

Table 2. The Model of Regression SVM. 

Alpha: 
[99x1] for Model 1 

[112x1] for Model 2 

Bias: 
15.53 for Model 1 

17.96 for Model 2 

KernelParameters: 

Function:'gaussian' 

Scale: 2.52 

for each model 

Mu: 
[50,72 36,95 12,33 2,72 39,70 

21,39] 

Sigma: 
[15.23 11.62 12.21 0.05 7.77 

4.09] 

NumObservations: 126 for each model 

ConvergenceInfo: 1 for each model 

Solver: 'SMO'for each model 

 

Table 3. True labels and Predicted Labels and 

differences for Model I. 

Iter. 
True Labels 

(Outputs) 

Predicted Labels 

(Fit Outputs) 

Erros 

(True-Predicts) 

1 13,80 14,31 0,51 

2 14,60 14,27 0,33 

… … … … 

36 20,40 18,75 1,65 

37 17,85 17,63 0,22 
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Table 4. True labels and Predicted Labels and 

differences for Model II. 

Iter. 
True Labels 

(Outputs) 

Predicted Labels 

(Fit Outputs) 

Erros 

(True-Predicts) 

1 18,60 18,63 0,03 

2 18,37 18,85 0,48 

… … … … 

36 16,89 17,22 0,33 

37 17,02 16,86 0,16 

In the study, SVM regression technic was employed to 

predict outputs across to six inputs.  Two different 

models are investigated in the study. Optimum water 

content and the maximum dry unit weights were used as 

outputs in the first and second model respectively. R 

errors are satisfied (0.92 and 0.89) for two models in the 

study. 

In Figure 3 and Figure 4, R error graphics are given 

respectively. 

 

 
Figure 3. Measured value of compaction parameters 

for Model-I. 

 

 

Figure 4. Measured value of compaction parameters 

for Model-II. 

 

Mathematical models of the data were obtained for two 

outputs, and the expressions were generated with some 

coefficients. Coefficients of mathematical models are 

given in the Table 5 for each model. Regression models 

for these mathematical models are given in the 

following figures for optimum water and maximum dry 

unit weight in Figure 5 and Figure 6 respectively.  

 

Table 5. Coefficients belonging to mathematical 

equations for each model in Regression analysis. 

Outputs b(0) b(1) b(2) b(3) 

Wopt 23,72 -0,17 -0,12 0,005 

γkmax 24,25 -0,16 -0,08 0,002 

 

 

Figure 5. Regression model is generated when 

optimum water is used as output. 

 

 
Figure 6. Regression model is generated when 

maximum dry unit weight is used as output. 

 

4. Conclusion 

Analyzing of compaction parameters (γkmax and Wopt) from 

soil characteristics in the regression analysis using Support 

Vector Machine (SVM) algorithm was evaluated in the 

study. SVM method was tried in the models, and 

regression analysis estimation indicated strong correlation 

as 0.92 and 0.89 for two different models respectively. 

Consequently, the proposed regression analysis with SVM 

should be useful for a preliminary design of the project 

where there are financial and time limitations. 
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