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Abstract

Standard numerical differentiation rules that might be established by the method of undetermined coefficients are revisited. Best truncation error bounds are established by a direct method and by the method of integration by parts "backwards". A new method to increase the order of the truncation error using a primitive is presented. This approach leads to corrected numerical differentiation rules. Differentiation formulae and numerical tests are presented.
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1. Introduction

Many textbooks of numerical analysis present the method of undetermined coefficients to find and approximation of the integral or the derivative of a given function, for example [1, 2, 3, 4] and many others. The method of undetermined coefficients used to estimate the k-th derivative $f^{(k)}(0)$ of a given function $f(x)$ consists in finding a $(n+1)$-dimensional weight vector $\mathbf{a} = (a_0, \ldots, a_n)$ associated to a given $(n+1)$-dimensional vector of distinct coordinates (or nodes) $\mathbf{x} = (x_0, \ldots, x_n)$ with $n \geq k$ and $|x_i| \leq 1$ for all $i$, such that the quantity $D^{(k)}(f; h)$ given by the formula

$$f^{(k)}(0) \approx \frac{1}{h^k} \sum_{i=0}^{n} a_i f(hx_i).$$

The method of undetermined coefficients is based on the requirement that the truncation error

$$R_{D^{(k)}}(f; h) = h^k f^{(k)}(0) - \sum_{i=0}^{n} a_i f(hx_i),$$

be such that

$$R_{D^{(k)}}(f; h) = o(h^{r(n)}),$$

where $r(n) \geq n$ depends on the regularity of $f(x)$.
It is possible to increase the order of the truncation error term. Indeed, if a primitive \( F(x) \) is available, that is to say \( F'(x) = f(x) \), we can add an expression to the preceding approximation as follows

\[
f^{(k)}(0) \approx \frac{1}{h^k} \left( \sum_{i=0}^{n} a_i f(hx_i) + c \left( \frac{1}{h} \sum_{j=0}^{m} \beta_j F(h \xi_j) - \sum_{i=0}^{n} b_i f(hx_i) \right) \right),
\]

where \((n+1)\)-dimensional weight vector \( \vec{b} = (b_0, \ldots, b_n) \), the two \((m+1)\)-dimensional vectors of weight \( \vec{\beta} = (\beta_0, \ldots, \beta_m) \) and distinct coordinates (or nodes) \( \vec{\xi} = (\xi_0, \ldots, \xi_m) \), and \( c \) are chosen in such a way that the truncation error given by

\[
R_{D^{(k)}}(f; h) = h^k f^{(k)}(0) - \sum_{i=0}^{n} a_i f(hx_i) - c \left[ \frac{1}{h} \sum_{j=0}^{m} \beta_j F(h \xi_j) - \sum_{i=0}^{n} b_i f(hx_i) \right],
\]

is such that

\[
R_{D^{(k)}}(f; h) = o(h^{r(n)}),
\]

with \( r^c(n) > r(n) \).

The plan of the paper is the following. In the next section, we present preliminaries about polynomials, Vandermonde matrix, and Taylor’s expansions. Section 3 presents the standard approach for obtaining differentiation rules using the method of undetermined coefficients. We establish optimal truncation error bounds by a direct approach and by the method of integration by parts “backward”. Total error bound composed of the truncation term and of the roundoff error term is given. In Section 4, we present a method to improve the error by adding information coming from a primitive. Examples of formula are given in Section 5 and numerical tests are included in Section 6.

We will use \( f^{(l)}(x) \) for the \( l \)-th derivative of \( f(x) \) for \( l = 0, 1, 2, \ldots \), and \( f^{(0)}(x) = f(x) \). Let \( 1 \leq p \leq \infty \), if \( f(x) \) is defined on a set \( E \), \( \|f\|_{p,E} \) will be its \( p \)-norm on \( E \), and if \( \vec{v} \) is a vector in \( \mathbb{R}^n \), its \( p \)-norm will be \( \|\vec{v}\|_p \).

### 2. Preliminaries

#### 2.1 Small \( o \) and big \( O \) notations

Let \( f(x) \) be a function such that \( \lim_{x \to \alpha} f(x) = 0 \). We say that \( g(x) \) is a small \( o \) of \( f(x) \) around \( \alpha \), and write \( g(x) = o(f(x)) \), if for any \( \varepsilon > 0 \) there exists a \( \delta_\varepsilon > 0 \) such that

\[
|g(x)| \leq \varepsilon |f(x)|.
\]

holds for \( 0 < |x - \alpha| < \delta_\varepsilon \). We say that \( g(x) \) is a big \( O \) of \( f(x) \) around \( \alpha \), and write \( g(x) = O(f(x)) \), if there exist a constant \( C \) and a \( \delta > 0 \) such that

\[
|g(x)| \leq C |f(x)|.
\]

holds for \( 0 < |x - \alpha| < \delta \).

**Lemma 2.1.** Let us assume that the real number \( r > 0 \) and \( n = |r| \geq 0 \). Let \( \pi_m(x) \) be a polynomial of degree \( m \) such that

\[
\pi_m(x) = o(|x - \alpha|^r).
\]

Then,

\[
\pi_m(x) = \begin{cases} 
(x - \alpha)^m \pi_{m-n}(x) & \text{if } m > r, \\
0 & \text{if } m \leq r,
\end{cases}
\]

where \( \pi_{m-n}(x) \) is a polynomial of degree \( m - n \).

#### 2.2 Vandermonde matrix and Lagrange interpolation polynomials

Let \( \vec{x} = (x_0, \ldots, x_n) \) be a \( n + 1 \)-vector of distincts real (or complex) numbers and its associated Vandermonde matrix \( V(\vec{x}) \),

\[
V(\vec{x}) = \begin{bmatrix}
1 & \ldots & 1 \\
x_0 & \ldots & x_n \\
\vdots & \ddots & \vdots \\
x_0^n & \ldots & x_n^n
\end{bmatrix}
\]
Let $\bar{e}_l$ be the $(n+1)$-column vector, the transpose of $(\delta_{l,0}, \ldots, \delta_{l,j}, \ldots, \delta_{l,n})$, where

$$
\delta_{l,j} = \begin{cases} 
1 & \text{if } j = l, \\
0 & \text{if } j \neq l,
\end{cases}
$$

for $0 \leq l, j \leq n$.

**Lemma 2.2.** [5] The Vandermonde matrix $V(\bar{x})$ is invertible and the $l$-th column of $V^{-1}(\bar{x})$ is

$$
V^{-1}(\bar{x})\bar{e}_l = \frac{1}{l!} \begin{bmatrix} w_{n,0}^{(l)}(0) \\
w_{n,1}^{(l)}(0) \\ \vdots \\
w_{n,n}^{(l)}(0) \end{bmatrix},
$$

for $l = 0, \ldots, n$, where $\{w_{n,j}(x)\}_{j=0}^n$ is the Lagrange’s basis of the space of polynomial of degree at most $n$.

### 2.3 Taylor’s expansion

Let $I_h = [-h, h]$, $I_h^+ = [0, h]$ and $I_h^- = [-h, 0]$. For $h = 1$ we will simply use $I = [-1, 1]$, $I^+ = [0, 1]$ and $I^- = [-1, 0]$. Let $p$ and $q$ be two real numbers such that $1 \leq p, q \leq \infty$ and $\frac{1}{p} + \frac{1}{q} = 1$. Let $C^l(I_h)$ be the set of continuously differentiable functions up to order $l$ on $I_h$ and the set of absolutely continuous function on $I_h$ be defined by

$$
AC^{l+1,p}(I_h) = \left\{ f \in C^l(I_h) \bigg| (a) \ f^{(l+1)} \in L^p(I_h), \ and \ (b) \ f^{(l)}(s) = \int_{-h}^{h} f^{(l+1)}(\xi) d\xi, \ \forall r, s \in I_h \right\}.
$$

Taylor’s expansion of $f(x) \in AC^{l+1,p}(I_h)$ around $x = 0$ of order $l + 1$ is

$$
f(x) = \sum_{j=0}^{l} \frac{f^{(j)}(0)}{j!} x^j + \int_{-h}^{h} f^{(l+1)}(y) K_{T,J}(x, y; h) dy.
$$

where $K_{T,J}(x, y; h)$ is the kernel

$$
K_{T,J}(x, y; h) = \frac{1}{l!} \left[ (x - y)_+^l 1_{h^+}(y) + (-1)^{l+1} (y - x)_-^l 1_{h^-}(y) \right],
$$

for any $x, y$ in $I_h$ [6, 7]. This kernel is a piecewise polynomial function of degree $l$. In this expression, if $E$ is a set, then

$$
1_E(y) = \begin{cases} 
1 & \text{if } y \in E, \\
0 & \text{if } y \notin E.
\end{cases}
$$

Also for any $l \geq 0$, $(\eta)^l_+$ is defined

$$
(\eta)^l_+ = \eta^l 1_{(0, +\infty)}(\eta).
$$

If we set $x = h^\xi$, and $y = h\eta$, then the kernel becomes

$$
K_{T,J}(x, y; h) = K_{T,J}(h^\xi, h\eta; h) = h^l K_{T,J}(\xi, \eta; 1),
$$

for any $\xi, \eta$ in $I$.

### 3. Standard numerical differentiation rules

**3.1 Existence: method of undetermined coefficients**

Let us observe that $R_{D,h}(f; h)$ is linear expression with respect to $f(x)$ and also if $f(x)$ is a polynomial of degree $\leq m$ with respect to $x$, then $R_{D,h}(f; h)$ is a polynomial of degree $\leq m$ with respect to $h$. The condition (1.2), combined to Lemma 2.1,
We obtain the method

\[ K \text{Taylor's expansion of order } f \]

Two different approaches can be used to establish the best bounds for the truncation error in terms of the regularity of \( l \).

For any integer \( k \), let us note some bounds were already presented for specific formulae [12]. Let us note some bounds were already presented for specific formulae elsewhere, for example in [13].

### 3.2 Truncation error

Two different approaches can be used to establish the best bounds for the truncation error in terms of the regularity of \( f(x) \). The first approach will be called the standard direct approach, while the second way is the integration by parts “backward”.

This second approach, presented in [8, 9, 10], usually presented for numerical integration [11], can be used in general when we consider the method of undetermined coefficients [12]. Let us note some bounds were already presented for specific formulae elsewhere, for example in [13].

#### 3.2.1 Direct approach

For any integer \( l \) such that \( k \leq l \leq k_a \), let \( f(x) \in AC^{l+1-p}(I_h) \). Since the process is exact for polynomials of degree \( \leq l \), using a Taylor’s expansion of order \( l+1 \), the truncation error is

\[
R_{D^{(k)}}(f; h) = f^{(l+1)}(y)K_{D^{(k)}}(y; h)dy,
\]

where \( K_{D^{(k)}}(y; h) \) is the Peano kernel associated to the process given by

\[
K_{D^{(k)}}(y; h) = R_{D^{(k)}}(K_T(y; y; h); h)
\]

\[
= h^kK_{T,l-k}(0, y; h) - \sum_{i=0}^{n} a_iK_T(hx_i, y; h).
\]

It follows that

\[
|R_{D^{(k)}}(f; h)| \leq \left\| f^{(l+1)} \right\|_{p, I_h} \left\| K_{D^{(k)}}(\cdot; h) \right\|_{q, I_h}.
\]

Moreover, \( K_{D^{(k)}}(y; h) = K_{D^{(k)}}(h\eta; h) = h^lK_{D^{(k)}}(\eta; 1) \), then

\[
\left\| K_{D^{(k)}}(\cdot; h) \right\|_{q, I_h} = h^{l+1-\frac{p}{2}} \left\| K_{D^{(k)}}(\cdot; 1) \right\|_{q, I_h}.
\]

So

\[
|R_{D^{(k)}}(f; h)| \leq h^{l+1-\frac{p}{2}} C_{k,l,p} \left\| f^{(l+1)} \right\|_{p, I_h},
\]

where

\[
C_{k,l,p} = \left\| K_{D^{(k)}}(\cdot; 1) \right\|_{q, I_h}.
\]

It might happen that \( R_{D^{(k)}}(f; h) = 0 \) for some polynomials of degree \( k > n \). Let us define the degree of accuracy (or precision) \( k_a \) of the approximation process (1.1) to be the largest integer \( k_a \geq n \) such that \( R_{D^{(k)}}(f; h) = 0 \) holds for any polynomial \( f(x) \) of degree \( l \leq k_a \).
does not depend on \( h \). Since because
\[
\lim_{h \to 0} \| f^{(l+1)} \|_{p,l} = \begin{cases} 
0 & \text{for } 1 \leq p < \infty, \\
C & \text{for } p = \infty,
\end{cases}
\]
we have
\[
R_{D^{(l)}}(f;h) = \begin{cases} 
o(h^{l+1-\frac{1}{p}}) & \text{for } 1 \leq p < \infty, \\
O(h^{l+1}) & \text{for } p = \infty.
\end{cases}
\]

Since an \( o(h^{l+1-\frac{1}{p}}) \) and an \( O(h^{l+1}) \) are \( o(h^l) \), it means that \( R_{D^{(l)}}(f;h) = o(h^l) \). In summary we have proved the following theorem which presents necessary and sufficient conditions to obtain the desired error order.

**Theorem 3.1.** For any \( l \) such that \( n \leq l \leq k_o \), a necessary and sufficient condition to have \( R_{D^{(l)}}(f;h) = o(h^l) \) for any \( f \in AC^{l+1,p}(I_0) \) is that \( R_{D^{(l)}}(f;h) = 0 \) for any polynomial \( f(x) \) of degree \( \leq l \).

**Theorem 3.2.** If \( R_{D^{(l)}}(f;h) = 0 \) for any polynomial of degree \( \leq k_o \), then (3.2) and (3.3) hold for any \( f \in AC^{l+1,p}(I_0) \) for \( k \leq l \leq k_o \).

**Remark 3.3.** The bounds given by (3.2) and (3.3) are the best one as it has been shown in the general case of the method of undetermined coefficient [12].

**Remark 3.4.** Let us specify the kernels \( K_{D^{(l)}}(y;x,h) \) and \( K_{D^{(l)}}(\eta;1) \).

\[
K_{D^{(l)}}(y;x,h) = h^{k}K_{T^{(l)}-k}(x,y,h) - \sum_{i=0}^{n} a_i K_{T^{(l,i)}}(hx_i,y,h) 
= \frac{h^k}{(l-k)!} \left[(0-y)^{l-k}I_{h}^{(y)}(y) + (-1)^{l-k+1}(y-0)^{l-k}I_{h}^{(y)}(y) \right]
- \frac{1}{l!} \sum_{i=0}^{n} a_i \left[(hx_i-y)^{l-k}I_{h}^{(y)}(y) + (-1)^{l-k+1}(y-hx_i)^{l-k}I_{h}^{(y)}(y) \right],
\]
and
\[
K_{D^{(l)}}(\eta;1) = -\frac{1}{l!} \sum_{i=0}^{n} a_i \left[(x_i-\eta)^{l-k}I_{h}^{(y)}(\eta) + (-1)^{l-k+1}(\eta-x_i)^{l-k}I_{h}^{(y)}(\eta) \right].
\]

### 3.2.2 Integration by parts "backwards"

The method of integration by parts "backwards" is based on the Taylor’s expansion of
\[
W_{D^{(l)}}(f;h) = hR_{D^{(l)}}(f;h).
\]

We suppose that \( f \in AC^{l+1,p}(I_0) \) for \( k \leq l \leq k_a \), and we proceed as follows. We have
\[
W_{D^{(l)}}(f;h) = hR_{D^{(l)}}(f;h) = h^{k+1}f^{(k)}(0) - h \sum_{i=0}^{n} a_i f(hx_i),
\]
so \( W_{D^{(l)}}(f;0) = 0 \). For \( k \leq l \leq k_a \) and \( 1 \leq j \leq l-1 \)
\[
W_{D^{(l)}}^{(j)}(f;h) = (k+1)h^{k+1-j}f^{(k)}(0) - j \sum_{i=0}^{n} a_i x_i^{j-1}f^{(j-1)}(hx_i) - h \sum_{i=0}^{n} a_i x_i^{j}f^{(j)}(hx_i),
\]
where for two non negative integers \( k \) and \( j \)
\[
(k)_j = \begin{cases} 
\frac{k!}{(k-j)j!} & \text{for } j = 0, \ldots, k, \\
0 & \text{for } j > k.
\end{cases}
\]
Then
\[
\lim_{h \to 0} W_{D(l)}^{(j)}(f; h) = (k + 1)_l \delta_{j,k+1} f^{(k)}(0) - j f^{(j-1)}(0) \sum_{i=0}^{n} a_i x_i^{j-1} = 0.
\]
Also for \( j = l \)
\[
W_{D(l)}^{(l)}(f; h) = (k + 1) h^{k+1-l} f^{(k)}(0) - l \sum_{i=0}^{n} a_i x_i^{l-1} f^{(l-1)}(hx_i) - h \sum_{i=0}^{n} a_i x_i^{l} f^{(l)}(hx_i),
\]
and using Taylor’s expansions of order 2 for \( f^{(l-1)}(x) \) which is in \( AC^{2,p}(I_h) \) and of order 1 for \( f^{(l)}(x) \) which is in \( AC^{1,p}(I_h) \), we obtain
\[
W_{D(l)}^{(l)}(f; h) = (k + 1) h^{k+1-l} f^{(k)}(0) - l f^{(l-1)}(0) \sum_{i=0}^{n} a_i x_i^{l-1} - h(l + 1) f^{(l)}(0) \sum_{i=0}^{n} a_i x_i^l + \int_{-h}^{h} f^{(l+1)}(y) K_{W,l}(y; h) dy.
\]
Now, considering (3.1) to simplify, we obtain
\[
W_{D(l)}^{(l)}(f; h) = \int_{-h}^{h} f^{(l+1)}(y) K_{W,l}(y; h) dy,
\]
where
\[
K_{W,l}(y; h) = -l \sum_{i=0}^{n} a_i x_i^{l-1} K_{T,1}(hx_i, y; h) - h \sum_{i=0}^{n} a_i x_i^{l} K_{T,0}(hx_i, y; h).
\]
Let us remark that \( K_{W,l}(y; h) = h K_{W,l}(\eta; 1) \) for \( y = h \eta \). So the Taylor’s expansion of order \( l \) for \( W_n(f; h) \) leads to
\[
W_{D(l)}^{(l)}(f; h) = \int_{-h}^{h} W_{D(l)}^{(l)}(f; z) \frac{(h - z)^{l-1}}{(l-1)!} dz
\]
\[
= \int_{-h}^{h} K_{W,l}(y; z) \frac{(h - z)^{l-1}}{(l-1)!} dz
\]
\[
= \int_{-h}^{h} f^{(l+1)}(y) \int_{|y|}^{h} K_{W,l}(y; z) \frac{(h - z)^{l-1}}{(l-1)!} dz dy
\]
\[
= \int_{-h}^{h} f^{(l+1)}(y) K_{D(l)}^{(l)}(y; h) dy,
\]
for
\[
K_{D(l)}^{(l)}(y; h) = \int_{|y|}^{h} K_{W,l}(y; z) \frac{(h - z)^{l-1}}{(l-1)!} dz.
\]
As indicated in Remark 3.3, we can obtain the best bound from this expression. So we get the following result.

**Theorem 3.5.** Let \( h > 0 \), the kernels \( K_{D(l)}^{(l)}(y; h) \) and \( \hat{K}_{D(l)}^{(l)}(y; h) \) are such that
\[
h K_{D(l)}^{(l)}(; h) = \hat{K}_{D(l)}^{(l)}(; h)
\]
an almost everywhere.

As a consequence both methods lead to the same best error bounds.

**Remark 3.6.** The kernel is
\[
K_{W,l}(y; h) = - \left[ l \sum_{i=0}^{n} a_i x_i^{l-1} (hx_i - y)_+ + h \sum_{i=0}^{n} a_i x_i^l (hx_i - y)_+^0 \right] I_{h}^{+}(y)
\]
\[
- \left[ l \sum_{i=0}^{n} a_i x_i^{l-1} (y - hx_i)_+ + h \sum_{i=0}^{n} a_i x_i^l (y - hx_i)_+^0 \right] I_{h}^{-}(y)
\]
or, after the substitution \( y = h \eta \) and simplification,
\[
K_{W,l}(\eta; 1) = - \left[ l \sum_{i=0}^{n} a_i x_i^{l-1} (x_i - \eta)_+ + \sum_{i=0}^{n} a_i x_i^l (x_i - \eta)_+^0 \right] I_{\eta}^{+}(\eta)
\]
\[
- \left[ l \sum_{i=0}^{n} a_i x_i^{l-1} (\eta - x_i)_+ - \sum_{i=0}^{n} a_i x_i^l (\eta - x_i)_+^0 \right] I_{\eta}^{-}(\eta).
\]
3.3 Total error

In effective numerical computation, the quantity \( f^{(k)}(0) \) is approximated by

\[
\frac{1}{h^k} \sum_{i=0}^{n} a_i \tilde{f}(hx_i),
\]

which uses \( \tilde{f}(hx_i) \) instead of \( f(hx_i) \), so introducing roundoff error \( e_i = f(hx_i) - \tilde{f}(hx_i) \). The total error \( E(f;h) \) is decomposed in two types of error: the truncation error \( R_{D^{(k)}}(f;h) \) and the roundoff error \( S(f;h) \). Hence

\[
E(f;h) = f^{(k)}(0) - \frac{1}{h^k} \sum_{i=0}^{n} a_i \tilde{f}(hx_i)
\]

\[
= \left[ f^{(k)}(0) - \frac{1}{h^k} \sum_{i=0}^{n} a_i f(hx_i) \right] + \frac{1}{h^k} \sum_{i=0}^{n} a_i \left( f(hx_i) - \tilde{f}(hx_i) \right)
\]

\[
= \frac{1}{h^k} \left[ R_{D^{(k)}}(f;h) + S(f;h) \right],
\]

so

\[
|E(f;h)| \leq \frac{1}{h^k} \left[ |R_{D^{(k)}}(f;h)| + |S(f;h)| \right].
\]

For the truncation error

\[
|R_{D^{(k)}}(f;h)| \leq h^{l+1-\frac{k}{2}} C_{k,l,p} \left\| f^{(l+1)} \right\|_{p,h},
\]

and for the roundoff error we have

\[
S(f;h) = \sum_{i=0}^{n} a_i \left( f(hx_i) - \tilde{f}(hx_i) \right) = \sum_{i=0}^{n} a_i e_i.
\]

So

\[
|S(f;h)| = \left| \sum_{i=0}^{n} a_i e_i \right| \leq \sum_{i=0}^{n} |a_i| |e_i| \leq \|a\|_q \|e\|_p,
\]

where \( \|a\|_q \) is independant of \( h \).

Consequently we have

\[
|E_n(f;h)| \leq h^{l+1-\frac{k}{2}} C_{k,l,p} \left\| f^{(l+1)} \right\|_{p,h} + \frac{\|a\|_q \|e\|_p}{h^k},
\]

for \( l = k, \ldots, k_n \). This expression shows that the derivation process \((k > 0)\) is numerically unstable. See also [14] for more precision on stability of such processes.

### 4. Corrected numerical differentiation rules

#### 4.1 The idea

In this section we suggest a way to improve the order of the truncation error term when we have a primitive \( F(x) \) of \( f(x) \), which means that \( F'(x) = f(x) \). Suppose that

\[
h^k f^{(k)}(0) = \sum_{i=0}^{n} a_i f(hx_i) + o(h^{k_n}),
\]

so the degree of accuracy of the process is \( k_n \), and the truncation error is

\[
R_{D^{(k)}}(f;h) = h^k f^{(k)}(0) - \sum_{i=0}^{n} a_i f(hx_i) = o(h^{k_n}).
\]
Suppose now that using the same \((n + 1)\)-dimensional vector of distinct coordinates (or nodes) \(\vec{x} = (x_0, \ldots, x_n)\) we can find a \((n + 1)\)-dimensional weight vector \(\vec{b} = (b_0, \ldots, b_n)\) such that we can determine an expression of the form

\[
\frac{1}{h} \sum_{j=0}^{m} \beta_j F(h \xi_j) = \sum_{i=0}^{n} b_i f(h x_i) + o(h^k),
\]

for two \((m + 1)\)-dimensional vectors \(\vec{\beta} = (\beta_0, \ldots, \beta_m)\) and \(\vec{\xi} = (\xi_0, \ldots, \xi_m)\). Its truncation error is

\[
R_p(f; h) = \frac{1}{h} \sum_{j=0}^{m} \beta_j F(h \xi_j) - \sum_{i=0}^{n} b_i f(h x_i),
\]

and

\[
R_p(f; h) = o(h^k).
\]

We can combine the two truncation error terms as follows

\[
R_{p(i)}(f; h) = R_{p(i)}(f; h) - cR_p(f; h)
\]

to get (1.3), and this expression is at least of degree of accuracy \(k_a\). Since the error terms are both \(o(h^k)\), this expression is also exact for polynomials of degree \(\leq k_a\). We can select the parameter \(c\) such that \(R_{p(i)}(f; h)\) will be also exact for polynomials of degree \(k_a + 1\). Indeed, if

\[
c = \frac{R_{p(i)}(x^{k_a+1}; h)}{R_p(x^{k_a+1}; h)},
\]

then \(R_{p(i)}(f; h)\) will be also exact for polynomials of degree \(k_a + 1\), so its degree of accuracy will be at least \(k_a + 1\).

We will have

\[
h^k f^{(k)}(0) = \sum_{i=0}^{n} a_i f(h x_i) + c \left[ \frac{1}{h} \sum_{j=0}^{m} \beta_j F(h \xi_j) - \sum_{i=0}^{n} b_i f(h x_i) \right] + o(h^{k_a+1})
\]

\[
= \sum_{i=0}^{n} \left[ a_i - cb_i \right] f(h x_i) + \frac{c}{h} \sum_{j=0}^{m} \beta_j F(h \xi_j) + o(h^{k_a+1}),
\]

or

\[
f^{(k)}(0) = \frac{1}{h^k} \sum_{i=0}^{n} \left[ a_i - cb_i \right] f(h x_i) + \frac{c}{h^{k+1}} \sum_{j=0}^{m} \beta_j F(h \xi_j) + o(h^{k_a+1-k}),
\]

which will be exact for polynomials of degree up to \(k_a + 1\), and we have increased the order of the error term.

### 4.2 Existence

The vectors \(\vec{h}, \vec{\beta},\) and \(\vec{\xi}\) of

\[
\frac{1}{h} \sum_{j=0}^{m} \beta_j F(h \xi_j) = \sum_{i=0}^{n} b_i f(h x_i)
\]

can be determined using the method of undetermined coefficients. It is required that

\[
\sum_{j=0}^{m} \beta_j = 0,
\]

and

\[
\sum_{j=0}^{m} \beta_j \xi_j^{l+1} = \sum_{i=0}^{n} b_i x_i^{l}
\]

for \(l = 0, \ldots, n\). We also need that

\[
\sum_{j=0}^{m} \beta_j \xi_j^{l+1} = \sum_{i=0}^{n} b_i x_i^{l}
\]

for \(l = n + 1, \ldots, k_a\). We will not present a complete analysis of this problem here. Examples of solutions of these equations are given in the last section of this paper.
4.3 Total error

In effective numerical computation, with these corrected rules the quantity \( f^{(k)}(0) \) is approximated by

\[
f^{(k)}(0) \approx \frac{1}{h^k} \sum_{i=0}^{n} [a_i - cb_i] \tilde{f}(hx_i) + \frac{c}{h^{k+1}} \sum_{j=0}^{m} \beta_j F(h\xi_j),
\]

which uses \( \tilde{f}(hx_i) \) and \( F(h\xi_j) \) instead of \( f(hx_i) \) and \( F(\xi_j) \). So roundoff errors are introduced as \( e_i = f(hx_i) - \tilde{f}(hx_i) \) and \( E_j = f(hx_j) - \tilde{f}(hx_j) \). The total error \( E^c(f; h) \) is decomposed in two types of error: the truncation error \( R_{D^{(k)}}^c(f; h) \) and the roundoff error \( S^c(f; h) \). Hence

\[
E^c(f; h) = \frac{1}{h^k} \left[ R_{D^{(k)}}^c(f; h) + S^c(f; h) \right],
\]

where

\[
R_{D^{(k)}}^c(f; h) = h^k f^{(k)}(0) - \sum_{i=0}^{n} [a_i - cb_i] f(hx_i) + \frac{c}{h^{k+1}} \sum_{j=0}^{m} \beta_j F(h\xi_j),
\]

and

\[
S^c(f; h) = \sum_{i=0}^{n} [a_i - cb_i] (f(hx_i) - \tilde{f}(hx_i)) + \frac{c}{h^{k+1}} \sum_{j=0}^{m} \beta_j (F(h\xi_j) - \tilde{F}(h\xi_j)).
\]

For the truncation error, if we proceed as we did in the preceding section, we could establish the bound

\[
\left| R_{D^{(k)}}^c(f; h) \right| \leq h^{k+1 - \frac{1}{2}p} C_{k,j,p}^c \left\| f^{(l+1)} \right\|_{p,h}.
\]

For the roundoff error we have

\[
S^c(f; h) = \sum_{i=0}^{n} [a_i - cb_i] (f(hx_i) - \tilde{f}(hx_i)) + \frac{c}{h^{k+1}} \sum_{j=0}^{m} \beta_j E_i;
\]

so

\[
|S^c(f; h)| \leq \sum_{i=0}^{n} |a_i - cb_i| |e_i| + \frac{c}{h^{k+1}} \sum_{j=0}^{m} |\beta_j| |E_i|
\]

\[
\leq \left\| \bar{a} - \bar{b}^\xi \right\|_q \left\| \tilde{e} \right\|_p + \frac{c}{h^k} \left\| \bar{\beta} \right\|_q \left\| \tilde{E} \right\|_p
\]

where \( \left\| \bar{a} - \bar{b}^\xi \right\|_q \) and \( \left\| \bar{\beta} \right\|_q \) are independant of \( h \).

Consequently we have

\[
|E^c(f; h)| \leq h^{k+1 - \frac{1}{2}p} C_{k,j,p}^c \left\| f^{(l+1)} \right\|_{p,h} + \frac{1}{h^k} \left[ \left\| \bar{a} - \bar{b}^\xi \right\|_q \left\| \tilde{e} \right\|_p + \frac{c}{h^k} \left\| \bar{\beta} \right\|_q \left\| \tilde{E} \right\|_p \right].
\]

not only for \( l = k, \ldots, k_9 \) but also for \( l = k_9 + 1 \). Obviously, this process is interesting for regular functions \( f(x) \in AC^{k_9+2,p}(I_h) \) for which we know a primitive.

5. Examples of formula

Example 5.1. First derivative: the 2-points symmetric formula is

\[
f^{(1)}(0) = \frac{1}{2h} [f(h) - f(-h)] + o(h),
\]
which is exact for polynomials of degree up to 2. The truncation error we consider is

$$R_{D^l} (f; h) = hf^{(1)}(0) - \frac{1}{2} [f(h) - f(-h)] = o(h^2).$$

For \( f(x) = x^l \), \( R_{D^l} (x^l; h) = 0 \) for \( l = 0, 1, 2 \), and for \( l \geq 3 \) we have

$$R_{D^l} (x^l; h) = -h^l \left[ 1 - (-1)^l \right] = \begin{cases} 0 & \text{for even} \ l, \\ -h^l & \text{for odd} \ l. \end{cases}$$ (5.1)

The corresponding expression involving the primitive \( F(x) \) is

$$\frac{1}{h} [F(h) - 2F(0) + F(-h)] = \frac{1}{2} [f(h) - f(-h)] + o(h^2).$$

with its truncation error

$$R_{P} (f; h) = \frac{1}{h} [F(h) - 2F(0) + F(-h)] - \frac{1}{2} [f(h) - f(-h)] = o(h^2).$$

For \( f(x) = x^l \), \( R_{P} (x^l; h) = 0 \) for \( l = 0, 1, 2 \), and for \( l \geq 3 \) we have

$$R_{P} (x^l; h) = h^l \left[ 1 - (-1)^l \right] \left[ \frac{1}{l+1} - \frac{1}{2} \right] = \begin{cases} 0 & \text{for even} \ l, \\ 2h^l \left[ \frac{1}{l+1} - \frac{1}{2} \right] & \text{for odd} \ l. \end{cases}$$ (5.2)

Then we choose

$$c = \frac{R_{D^l} (x^3; h)}{R_{P} (x^3; h)} = \frac{R_{D^l} (x^3; 1)}{R_{P} (x^3; 1)} = \frac{-1}{-1/2} = 2.$$

The resulting formula will be exact not only for polynomials of degree 3 but also for polynomial of degree 4, since (5.1) and (5.2) hold. We obtain

$$hf^{(1)}(0) = -\frac{1}{2} [f(h) - f(-h)] + 2 \frac{h}{h} [F(h) - 2F(0) + F(-h)] + o(h^4)$$

or

$$f^{(1)}(0) = -\frac{1}{2h} [f(h) - f(-h)] + 2 \frac{h}{h^2} [F(h) - 2F(0) + F(-h)] + o(h^3).$$

**Example 5.2.** First derivative: the one-sided formula is

$$f^{(1)}(0) = \frac{1}{h} [f(h) - f(0)] + o(1).$$

Its corresponding truncation error is

$$R_{D^l} (f; h) = hf^{(1)}(0) - [f(h) - f(0)] = o(h).$$

For \( f(x) = x^l \), \( R_{D^l} (x^l; h) = 0 \) for \( l = 0, 1 \), and for \( l \geq 2 \) we have

$$R_{D^l} (x^l; h) = -h^l$$

We consider

$$\frac{1}{h} [F(h) - F(0)] = \frac{1}{2} [f(h) + f(0)] + o(h).$$

with its truncation error

$$R_{P} (f; h) = \frac{1}{h} [F(h) - F(0)] - \frac{1}{2} [f(h) + f(0)] = o(h).$$
For \( f(x) = x^l \), \( R_\ell(x^l; h) = 0 \) for \( \ell = 0, 1 \), and for \( \ell \geq 2 \) we have

\[
R_\ell(x^l; h) = h^l \left[ \frac{1}{l+1} - \frac{1}{2} \right].
\]

Then we choose

\[
c = \frac{R_\ell(1; h)}{R_\ell(x^2; h)} = \frac{R_\ell(1; x^2; 1)}{R_\ell(x^2; 1)} = \frac{-1}{-1/6} = 6.
\]

The resulting formula will be exact for polynomial of degree 2, and we obtain

\[
h f^{(1)}(0) = -\frac{2}{h} f(h) + 2 f(0) + \frac{2}{h^2} [F(h) - F(0)] + o(h^2)
\]
or

\[
f^{(1)}(0) = -\frac{2}{h} f(h) + 2 f(0) + \frac{2}{h^2} [F(h) - F(0)] + o(h).
\]

**Example 5.3.** Second derivative: the 3-points symmetric formula is

\[
f^{(2)}(0) = \frac{1}{h^2} [f(h) - 2 f(0) + f(-h)] + o(h),
\]

and its truncation error

\[
R_\ell^{(2)}(f; h) = h^2 f^{(2)}(0) - [f(h) - 2 f(0) + f(-h)] = o(h^3).
\]

For \( f(x) = x^l \), \( R_\ell^{(2)}(x^l; h) = 0 \) for \( \ell = 0, 1, 2, 3 \), and for \( \ell \geq 4 \) we have

\[
R_\ell^{(2)}(x^l; h) = -h^l \left[ 1 + (-1)^l \right] = \begin{cases} 0 & \text{for odd } \ell, \\ -2h^l & \text{for even } \ell. \end{cases} \tag{5.3}
\]

We consider

\[
\frac{1}{h} [F(h) - F(-h)] = \left[ \frac{1}{3} f(h) + \frac{4}{3} f(0) + \frac{1}{3} f(-h) \right] + o(h^3),
\]

with its truncation error

\[
R_\ell(f; h) = \frac{1}{h} [F(h) - F(-h)] - \left[ \frac{1}{3} f(h) + \frac{4}{3} f(0) + \frac{1}{3} f(-h) \right] = o(h^3).
\]

For \( f(x) = x^l \), \( R_\ell(x^l; h) = 0 \) for \( \ell = 0, 1, 2, 3 \), and for \( \ell \geq 4 \) we have

\[
R_\ell(x^l; h) = h^l \left[ 1 + (-1)^l \right] \left[ \frac{1}{l+1} - \frac{1}{3} \right] = \begin{cases} 0 & \text{for odd } \ell, \\ 2h^l \left[ \frac{1}{l+1} - \frac{1}{3} \right] & \text{for even } \ell. \tag{5.4} \end{cases}
\]

Then we choose

\[
c = \frac{R_\ell^{(2)}(x^2; h)}{R_\ell^{(2)}(x^4; h)} = \frac{R_\ell^{(2)}(x^4; 1)}{R_\ell^{(2)}(x^4; 1)} = \frac{-2}{-4/15} = \frac{15}{2}.
\]

The resulting formula is not only exact for polynomials of degree 4 but also for polynomials of degree 5, since (5.3) and (5.4) hold. We obtain

\[
h^2 f^{(2)}(0) = \frac{3}{2} [f(h) + 8 f(0) + f(-h)] + \frac{15}{2h} [F(h) - F(-h)] + o(h^5)
\]
or

\[
f^{(2)}(0) = -\frac{3}{2h^2} [f(h) + 8 f(0) + f(-h)] + \frac{15}{2h^3} [F(h) - F(-h)] + o(h^5).
\]
Example 5.4. Second derivative: the 4-points symmetric formula is

\[ f^{(2)}(0) = \frac{9}{8h^2} \left[ f(h) - f\left(\frac{h}{3}\right) - f\left(-\frac{h}{3}\right) + f(-h) \right] + o(h). \]

Its truncation error is

\[ R_{pj}^2(f; h) = h^2 f^{(2)}(0) - \frac{9}{8} \left[ f(h) - f\left(\frac{h}{3}\right) - f\left(-\frac{h}{3}\right) + f(-h) \right] = o(h^3). \]

For \( f(x) = x^4 \), \( R_{pj}^2(x^4; h) = 0 \) for \( l = 0, 1, 2, 3 \), and for \( l \geq 4 \) we have

\[ R_{pj}^2(x^4; h) = -\frac{9}{8} h^l \left[ 1 + (-1)^l \right] \left[ 1 - \frac{1}{3^{l+1}} \right] = \begin{cases} 0 & \text{for odd } \ l, \\ -\frac{9}{8} h^l \left[ 1 - \frac{1}{3^{l+1}} \right] & \text{for even } \ l. \end{cases} \quad (5.5) \]

We consider

\[ \frac{1}{h} \left[ F(h) - F(-h) \right] = \frac{1}{4} \left[ f(h) + 3 f\left(\frac{h}{3}\right) + 3 f\left(-\frac{h}{3}\right) + f(-h) \right] + o(h^3). \]

with its truncation error

\[ R_p(f; h) = \frac{1}{h} \left[ F(h) - F(-h) \right] - \frac{1}{4} \left[ f(h) + 3 f\left(\frac{h}{3}\right) + 3 f\left(-\frac{h}{3}\right) + f(-h) \right] = o(h^3). \]

For \( f(x) = x^4 \), \( R_p(x^4; h) = 0 \) for \( l = 0, 1, 2, 3 \), and for \( l \geq 4 \) we have

\[ R_p(x^4; h) = h^l \left[ 1 + (-1)^l \right] \left[ 1 - \frac{1}{4} \left( 1 + \frac{1}{3^{l+1}} \right) \right] = \begin{cases} 0 & \text{for odd } \ l, \\ 2 h^l \left[ \frac{1}{4} - \frac{1}{4} \left( 1 + \frac{1}{3^{l+1}} \right) \right] & \text{for even } \ l. \end{cases} \quad (5.6) \]

Then we choose

\[ c = \frac{R_{pj}^2(x^4; h)}{R_p(x^4; 1)} = \frac{-20}{16/135} = -\frac{75}{4}. \]

The resulting formula will be exact not only for polynomials of degree 4 but also for polynomials of degree 5 since (5.5) and (5.6) hold, and we obtain

\[ h^2 f^{(2)}(0) = -\frac{1}{16} \left[ 57 f(h) + 243 f\left(\frac{h}{3}\right) + 243 f\left(-\frac{h}{3}\right) + 57 f(-h) \right] + \frac{75}{4h} \left[ F(h) - F(-h) \right] + o(h^5) \]

or

\[ f^{(2)}(0) = -\frac{1}{16h^2} \left[ 57 f(h) + 243 f\left(\frac{h}{3}\right) + 243 f\left(-\frac{h}{3}\right) + 57 f(-h) \right] + \frac{75}{4h^3} \left[ F(h) - F(-h) \right] + o(h^5). \]

Example 5.5. Third derivative: the 4-point symmetric formula is

\[ f^{(3)}(0) = \frac{27}{8h^3} \left[ f(h) - 3 f\left(\frac{h}{3}\right) + 3 f\left(-\frac{h}{3}\right) - f(-h) \right] + o(h). \]

Its truncation error is

\[ R_{pj}^3(f; h) = h^3 f^{(3)}(0) - \frac{27}{8} \left[ f(h) - 3 f\left(\frac{h}{3}\right) + 3 f\left(-\frac{h}{3}\right) - f(-h) \right] = o(h^4). \]

For \( f(x) = x^3 \), \( R_{pj}^3(x^3; h) = 0 \) for \( l = 0, 1, 2, 3, 4 \), and for \( l \geq 5 \) we have

\[ R_{pj}^3(x^3; h) = -\frac{27}{8} h^l \left[ 1 + (-1)^l \right] \left[ 1 - \frac{1}{3^{l+1}} \right] = \begin{cases} 0 & \text{for even } \ l, \\ -\frac{27}{8} h^l \left[ 1 - \frac{1}{3^{l+1}} \right] & \text{for odd } \ l. \end{cases} \quad (5.7) \]
We consider
\[
\frac{1}{h} [F(-h) - 2F(0) + F(h)] = \frac{1}{32} \left[ 7f(h) + 27f\left(\frac{h}{3}\right) - 27f\left(-\frac{h}{3}\right) - 7f(-h) \right] + o(h^4).
\]

with its truncation error
\[
R_p(f; h) = \frac{1}{h} [F(h) - 2F(0) - F(-h)] - \frac{1}{32} \left[ 7f(h) + 27f\left(\frac{h}{3}\right) - 27f\left(-\frac{h}{3}\right) - 7f(-h) \right] = o(h^4).
\]

For \( f(x) = x^l \), \( R_p(x^l; h) = 0 \) for \( l = 0, 1, 2, 3, 4 \), and for \( l \geq 5 \) we have
\[
R_p(x^l; h) = h^l \left[ 1 - (-1)^l \right] \left[ \frac{1}{l+1} - \frac{1}{32} \left( 7 + \frac{1}{3^{l-3}} \right) \right] = \begin{cases} 0 & \text{for even } l, \\ 2h^l \left[ \frac{1}{l+1} - \frac{1}{32} \left( 7 + \frac{1}{3^{l-3}} \right) \right] & \text{for odd } l. \end{cases} \tag{5.8}
\]

Then we choose
\[
c = \frac{R_p(x^5; h)}{R_p(x^3; h)} = \frac{R_p(x^5; 1)}{R_p(x^3; 1)} = \frac{-20/3}{-1/9} = 60.
\]

The resulting formula will also be exact for polynomials of degree 4 since (5.7) and (5.8) hold, and we obtain
\[
h^3 f^{(3)}(0) = -\frac{1}{4} \left[ 39f(h) + 243f\left(\frac{h}{3}\right) - 243f\left(-\frac{h}{3}\right) - 39f(-h) \right] + \frac{60}{h} [F(h) - 2F(0) + F(-h)] + o(h^6)
\]
or
\[
f^{(3)}(0) = -\frac{1}{4h^3} \left[ 39f(h) + 243f\left(\frac{h}{3}\right) - 243f\left(-\frac{h}{3}\right) - 39f(-h) \right] + \frac{60}{h^4} [F(h) - 2F(0) + F(-h)] + o(h^3).
\]

Example 5.6. Fourth derivative: the 5-points symmetric formula is
\[
f^{(4)}(0) = \frac{16}{h^4} \left[ f(h) - 4f\left(\frac{h}{2}\right) + 6f(0) - 4f\left(-\frac{h}{2}\right) + f(-h) \right] + o(h).
\]

Its truncation error is
\[
R_{D^{(4)}}(f; h) = h^4 f^{(4)}(0) - 16 \left[ f(h) - 4f\left(\frac{h}{2}\right) + 6f(0) - 4f\left(-\frac{h}{2}\right) + f(-h) \right] = o(h^5).
\]

For \( f(x) = x^l \), \( R_{D^{(4)}}(x^l; h) = 0 \) for \( l = 0, 1, 2, 3, 4, 5 \), and for \( l \geq 6 \) we have
\[
R_{D^{(4)}}(x^l; h) = -16h^l \left[ 1 + (-1)^l \right] \left[ 1 - \frac{1}{2^{l-2}} \right] = \begin{cases} 0 & \text{for odd } l, \\ -32h^l \left[ 1 - \frac{1}{2^{l-2}} \right] & \text{for even } l. \end{cases} \tag{5.9}
\]

We consider
\[
\frac{1}{h} [F(h) - F(-h)] = \frac{1}{45} \left[ 7f(h) + 32f\left(\frac{h}{2}\right) + 12f(0) + 32f\left(-\frac{h}{2}\right) + 7f(-h) \right] + o(h^5).
\]

with its truncation error
\[
R_p(f; h) = \frac{1}{h} [F(h) - F(-h)] - \frac{1}{45} \left[ 7f(h) + 32f\left(\frac{h}{2}\right) + 12f(0) + 32f\left(-\frac{h}{2}\right) + 7f(-h) \right] = o(h^5).
\]

For \( f(x) = x^l \), \( R_p(x^l; h) = 0 \) for \( l = 0, 1, 2, 3, 4, 5 \), and for \( l \geq 6 \) we have
\[
R_p(x^l; h) = h^l \left[ 1 + (-1)^l \right] \left[ \frac{1}{l+1} - \frac{1}{45} \left( 7 + \frac{1}{2^{l-3}} \right) \right] = \begin{cases} 0 & \text{for odd } l, \\ 2h^l \left[ \frac{1}{l+1} - \frac{1}{45} \left( 7 + \frac{1}{2^{l-3}} \right) \right] & \text{for even } l. \end{cases} \tag{5.10}
\]
Then we choose
\[ c = \frac{R_{D^4}(x^6; h)}{R_{P}(x^6; h)} = \frac{R_{D^4}(x^6; 1)}{R_{P}(x^6; 1)} = \frac{-30}{-1/21} = 630. \]

The resulting formula will also be exact not only for polynomials of degree 6 but also for polynomials of degree 7 since (5.9) and (5.10) hold. We obtain
\[ h^4 f^{(4)}(0) = -\left[ 82 f(h) + 512 f \left( \frac{h}{2} \right) + 72 f(0) + 512 f \left( -\frac{h}{2} \right) + 82 f(-h) \right] + \frac{630}{h^4} [F(h) - F(-h)] + o(h^7) \]
or
\[ f^{(4)}(0) = -\frac{1}{h^4} \left[ 82 f(h) + 512 f \left( \frac{h}{2} \right) + 72 f(0) + 512 f \left( -\frac{h}{2} \right) + 82 f(-h) \right] + \frac{630}{h^5} [F(h) - F(-h)] + o(h^3) \]

### 6. Numerical examples

To illustrate the results, we will apply the formulae to the functions given in Table 1. To get the exponent \( L \) of expression of the form \( o(h^L) \), we compute the absolute error which is of the form \( O(h^{L+1}) \) for a regular enough function, which is the case for the chosen functions in Table 1. In the formula, we will replace \( o(h^L) \) by \( O(h^{L+1}) \). So the order \( L + 1 \) is estimated by the expression
\[ \log_2 \left( \frac{\text{absolute error for } h}{\text{absolute error for } h/2} \right) \approx \log_2 \left( \frac{O(h^{L+1})}{O((h/2)^{L+1})} \right) \approx \log_2 (2^{L+1}) = L + 1 \]

The approximations of \( L + 1 \) are given in the last column of the tables below. Obviously, the derivative can be estimated at any value \( a \) not only at 0 as expressed in the formula. We reconsider the 6 examples of the preceding section, and we numerically observe the predicted order \( L + 1 \) of \( O(h^{L+1}) \).

**Example 6.1.** First derivative: the 2-points symmetric formula is
\[ f^{(1)}(0) = \frac{1}{2h} \left[ f(h) - f(-h) \right] + O(h^2), \]
and the corrected formula is
\[ f^{(1)}(0) = -\frac{1}{2h} \left[ f(h) - f(-h) \right] + \frac{2}{h^2} [F(h) - 2F(0) + F(-h)] + O(h^4). \]

The numerical results are given in Table 2, which indicates the order of the method.

**Example 6.2.** First derivative: the one-sided formula is
\[ f^{(1)}(0) = \frac{1}{h} \left[ f(h) - f(0) \right] + O(h), \]
and the corrected formula is
\[ f^{(1)}(0) = -\frac{2}{h} \left[ f(h) + 2f(0) \right] + \frac{2}{h^2} [F(h) - F(0)] + O(h^3). \]

The numerical results are given in Table 3, which indicates the order of the method.

**Example 6.3.** Second derivative: the 3-points symmetric formula is
\[ f^{(2)}(0) = \frac{1}{h^2} \left[ f(h) - 2f(0) + f(-h) \right] + O(h^2), \]
and the corrected formula is
\[ f^{(2)}(0) = -\frac{3}{2h^2} \left[ f(h) + 8f(0) + f(-h) \right] + \frac{15}{2h^4} [F(h) - F(-h)] + O(h^4). \]

The numerical results are given in Table 4, which indicates the order of the method.
Example 6.4. Second derivative: the 4-points symmetric formula is
\[ f^{(2)}(0) = \frac{9}{8h^2} \left[ f(h) - f\left(\frac{h}{3}\right) - f\left(-\frac{h}{3}\right) + f(-h) \right] + O(h^2). \]

and
\[ f^{(2)}(0) = -\frac{1}{16h^3} \left[ 57f(h) + 243f\left(\frac{h}{3}\right) + 243f\left(-\frac{h}{3}\right) + 57f(-h) \right] + \frac{75}{4h^4} [F(h) - F(-h)] + O(h^4). \]

The numerical results are given in Table 5, which indicates the order of the method.

Example 6.5. Third derivative: the 4-point symmetric formula is
\[ f^{(3)}(0) = \frac{27}{8h^3} \left[ f(h) - 3f\left(\frac{h}{3}\right) + 3f\left(-\frac{h}{3}\right) - f(-h) \right] + O(h^2). \]

and
\[ f^{(3)}(0) = -\frac{1}{4h^4} \left[ 39f(h) + 243f\left(\frac{h}{3}\right) - 243f\left(-\frac{h}{3}\right) - 39f(-h) \right] + \frac{60}{h^5} [F(h) - 2F(0) + F(-h)] + O(h^4). \]

The numerical results are given in Table 6, which indicates the order of the method.

Example 6.6. Fourth derivative: the 5-points symmetric formula is
\[ f^{(4)}(0) = \frac{16}{h^4} \left[ f(h) - 4f\left(\frac{h}{2}\right) + 6f(0) - 4f\left(-\frac{h}{2}\right) + f(-h) \right] + O(h^2). \]

and
\[ f^{(4)}(0) = -\frac{1}{h^5} \left[ 82f(h) + 512f\left(\frac{h}{2}\right) + 72f(0) + 512f\left(-\frac{h}{2}\right) + 82f(-h) \right] + \frac{630}{h^6} [F(h) - F(-h)] + O(h^4). \]

The numerical results are given in Table 7, which indicates the order of the method.

7. Conclusion
In this paper, we have presented a complete analysis of the standard numerical differentiation formulae for which we have established, using two different methods, the best error bounds depending on the regularity of absolutely continuous functions. Moreover we have presented a way to improve the order of those formulae by adding information coming from a primitive of the function. Obviously, this process is possible if we can get values of the primitive, directly of by an indirect method.
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<table>
<thead>
<tr>
<th>(f(x))</th>
<th>(\frac{1}{1+x^2})</th>
<th>(\tan(x))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(f^{(1)}(x))</td>
<td>(-2 \frac{x}{(1+x^2)^2})</td>
<td>(1 + \tan^2(x))</td>
</tr>
<tr>
<td>(f^{(2)}(x))</td>
<td>(-2 \frac{(1-3x^2)}{(1+x^2)^3})</td>
<td>(2 \tan(x)(1 + \tan^2(x)))</td>
</tr>
<tr>
<td>(f^{(3)}(x))</td>
<td>(24 \frac{x(1-x^2)}{(1+x^2)^4})</td>
<td>(2(1 + \tan^2(x))(1 + 3 \tan^3(x)))</td>
</tr>
<tr>
<td>(f^{(4)}(x))</td>
<td>(24 \frac{(1-10x^2+5x^4)}{(1+x^2)^5})</td>
<td>(8 \tan(x)(1 + \tan^2(x))(2 + 3 \tan^2(x)))</td>
</tr>
<tr>
<td>(F(x))</td>
<td>(\arctan(x))</td>
<td>(-\ln</td>
</tr>
</tbody>
</table>

**Table 1.** Test functions for numerical differentiation.
Table 2. Estimation of $f^{(1)}(x)$ using a symmetric rule.

<table>
<thead>
<tr>
<th>$h$</th>
<th>Standard rule computed derivative</th>
<th>Standard rule absolute error</th>
<th>Standard rule estimated order</th>
<th>Corrected rule computed derivative</th>
<th>Corrected rule absolute error</th>
<th>Corrected rule estimated order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0000</td>
<td>-2.0000000e-01</td>
<td>4.0000000e-02</td>
<td>-1.5970700e-01</td>
<td>2.93000415e-04</td>
<td>2.52</td>
<td></td>
</tr>
<tr>
<td>0.5000</td>
<td>-1.69761273e-01</td>
<td>9.76127321e-03</td>
<td>2.03</td>
<td>-1.59948828e-01</td>
<td>5.11</td>
<td></td>
</tr>
<tr>
<td>0.2500</td>
<td>-1.62410785e-01</td>
<td>2.41078509e-03</td>
<td>2.02</td>
<td>-1.59996441e-01</td>
<td>3.55871874e-06</td>
<td></td>
</tr>
<tr>
<td>0.1250</td>
<td>-1.60606084e-01</td>
<td>6.06064200e-04</td>
<td>2.00</td>
<td>-1.59999772e-01</td>
<td>2.75146217e-07</td>
<td></td>
</tr>
<tr>
<td>0.0625</td>
<td>-1.60150403e-01</td>
<td>1.50402917e-04</td>
<td>2.00</td>
<td>-1.59999986e-01</td>
<td>1.42973008e-08</td>
<td></td>
</tr>
<tr>
<td>0.0313</td>
<td>-1.60037503e-01</td>
<td>3.75026847e-05</td>
<td>2.00</td>
<td>-1.59999999e-01</td>
<td>8.95188673e-10</td>
<td></td>
</tr>
<tr>
<td>0.0156</td>
<td>-1.60009375e-01</td>
<td>9.37516783e-06</td>
<td>2.00</td>
<td>-1.60000000e-01</td>
<td>5.67215996e-11</td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Estimation of $f^{(1)}(x)$ using a non symmetric rule.

<table>
<thead>
<tr>
<th>$h$</th>
<th>Standard rule computed derivative</th>
<th>Standard rule absolute error</th>
<th>Standard rule estimated order</th>
<th>Corrected rule computed derivative</th>
<th>Corrected rule absolute error</th>
<th>Corrected rule estimated order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0000</td>
<td>-2.18503986e+00</td>
<td>4.18503986e+00</td>
<td>3.93847408e+00</td>
<td>6.57541629e+00</td>
<td>5.11</td>
<td></td>
</tr>
<tr>
<td>0.5000</td>
<td>3.11481545e+00</td>
<td>1.11481545e+00</td>
<td>1.91</td>
<td>1.81019631e+00</td>
<td>1.89803686e-01</td>
<td></td>
</tr>
<tr>
<td>0.2500</td>
<td>2.18520996e+00</td>
<td>1.85299939e-01</td>
<td>2.59</td>
<td>1.99348573e+00</td>
<td>6.51426518e-03</td>
<td></td>
</tr>
<tr>
<td>0.1250</td>
<td>2.04273537e+00</td>
<td>4.27353698e-02</td>
<td>2.12</td>
<td>1.99963919e+00</td>
<td>3.60810992e-04</td>
<td></td>
</tr>
<tr>
<td>0.0625</td>
<td>2.01048219e+00</td>
<td>1.04821852e-02</td>
<td>2.03</td>
<td>1.99997809e+00</td>
<td>2.19088367e-05</td>
<td></td>
</tr>
<tr>
<td>0.0313</td>
<td>2.00260824e+00</td>
<td>2.06824212e-03</td>
<td>2.01</td>
<td>1.99999864e+00</td>
<td>3.59559592e-06</td>
<td></td>
</tr>
<tr>
<td>0.0156</td>
<td>2.00065310e+00</td>
<td>6.51296080e-04</td>
<td>2.00</td>
<td>1.99999992e+00</td>
<td>8.48203887e-08</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Estimation of $f^{(1)}(x)$ using a symmetric rule.

<table>
<thead>
<tr>
<th>$h$</th>
<th>Standard rule computed derivative</th>
<th>Standard rule absolute error</th>
<th>Standard rule estimated order</th>
<th>Corrected rule computed derivative</th>
<th>Corrected rule absolute error</th>
<th>Corrected rule estimated order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0000</td>
<td>-1.000000000e-01</td>
<td>6.000000000e-02</td>
<td>-1.48617672e-01</td>
<td>1.13823276e-02</td>
<td>1.63</td>
<td></td>
</tr>
<tr>
<td>0.5000</td>
<td>-1.24137931e-01</td>
<td>3.86206900e-02</td>
<td>0.74</td>
<td>-1.56334573e-01</td>
<td>3.66542739e-03</td>
<td></td>
</tr>
<tr>
<td>0.2500</td>
<td>-1.42026186e-01</td>
<td>1.97938144e-02</td>
<td>0.86</td>
<td>-1.58952804e-01</td>
<td>1.04719561e-03</td>
<td></td>
</tr>
<tr>
<td>0.1250</td>
<td>-1.49757071e-01</td>
<td>1.04249292e-02</td>
<td>0.93</td>
<td>-1.59719803e-01</td>
<td>2.80196710e-04</td>
<td></td>
</tr>
<tr>
<td>0.0625</td>
<td>-1.54646840e-01</td>
<td>5.35315985e-03</td>
<td>0.96</td>
<td>-1.59927519e-01</td>
<td>7.24808122e-05</td>
<td></td>
</tr>
<tr>
<td>0.0313</td>
<td>-1.57287102e-01</td>
<td>2.71209769e-03</td>
<td>0.98</td>
<td>-1.59981568e-01</td>
<td>1.84323851e-05</td>
<td></td>
</tr>
<tr>
<td>0.0156</td>
<td>-1.58863432e-01</td>
<td>1.36567488e-03</td>
<td>0.99</td>
<td>-1.59995352e-01</td>
<td>4.64763034e-06</td>
<td></td>
</tr>
</tbody>
</table>

Table 5. Estimation of $f^{(1)}(x)$ using a non symmetric rule.

<table>
<thead>
<tr>
<th>$h$</th>
<th>Standard rule computed derivative</th>
<th>Standard rule absolute error</th>
<th>Standard rule estimated order</th>
<th>Corrected rule computed derivative</th>
<th>Corrected rule absolute error</th>
<th>Corrected rule estimated order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0000</td>
<td>-5.58003732e-00</td>
<td>7.58003732e-00</td>
<td>1.23765843e+01</td>
<td>2.15169529e+01</td>
<td>3.81</td>
<td></td>
</tr>
<tr>
<td>0.5000</td>
<td>4.81644688e+00</td>
<td>2.81644688e+00</td>
<td>1.43</td>
<td>4.68917926e-01</td>
<td>1.53108207e+00</td>
<td></td>
</tr>
<tr>
<td>0.2500</td>
<td>2.74318567e+00</td>
<td>7.43185696e-01</td>
<td>1.92</td>
<td>1.84910116e+00</td>
<td>5.08988839e-03</td>
<td></td>
</tr>
<tr>
<td>0.1250</td>
<td>2.29941556e+00</td>
<td>2.99415562e-01</td>
<td>1.31</td>
<td>1.97268790e+00</td>
<td>2.73120951e-02</td>
<td></td>
</tr>
<tr>
<td>0.0625</td>
<td>2.13630119e+00</td>
<td>1.36301191e-01</td>
<td>1.14</td>
<td>1.99406905e-01</td>
<td>5.93953126e-03</td>
<td></td>
</tr>
<tr>
<td>0.0313</td>
<td>2.06521012e+00</td>
<td>6.52101292e-02</td>
<td>1.06</td>
<td>1.99861227e+00</td>
<td>1.38772563e-03</td>
<td></td>
</tr>
<tr>
<td>0.0156</td>
<td>2.03191402e+00</td>
<td>3.19140618e-02</td>
<td>1.03</td>
<td>1.99966405e+00</td>
<td>3.35953571e-04</td>
<td></td>
</tr>
</tbody>
</table>
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Table 4. Estimation of $f^{(2)}(x)$ using a 3-points symmetric rule.

<table>
<thead>
<tr>
<th>h</th>
<th>Standard rule</th>
<th>Corrected rule</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>computed</td>
<td>absolute</td>
</tr>
<tr>
<td></td>
<td>derivative</td>
<td>error</td>
</tr>
<tr>
<td>1.0000</td>
<td>2.00000000e-01</td>
<td>2.40000000e-02</td>
</tr>
<tr>
<td>0.5000</td>
<td>1.82493369e-01</td>
<td>6.49336870e-03</td>
</tr>
<tr>
<td>0.2500</td>
<td>1.77636796e-01</td>
<td>1.63679613e-03</td>
</tr>
<tr>
<td>0.1250</td>
<td>1.76409814e-01</td>
<td>4.09814051e-04</td>
</tr>
<tr>
<td>0.0625</td>
<td>1.76102489e-01</td>
<td>1.02488599e-04</td>
</tr>
<tr>
<td>0.0313</td>
<td>1.76025624e-01</td>
<td>2.56242989e-05</td>
</tr>
<tr>
<td>0.0156</td>
<td>1.76006400e-01</td>
<td>6.40620560e-06</td>
</tr>
</tbody>
</table>

Table 5. Estimation of $f^{(2)}(x)$ using a 4-points symmetric rule.

<table>
<thead>
<tr>
<th>h</th>
<th>Standard rule</th>
<th>Corrected rule</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>computed</td>
<td>absolute</td>
</tr>
<tr>
<td></td>
<td>derivative</td>
<td>error</td>
</tr>
<tr>
<td>1.0000</td>
<td>-8.26975149e-01</td>
<td>1.22697515e-02</td>
</tr>
<tr>
<td>0.5000</td>
<td>7.13399802e+00</td>
<td>3.13399802e+00</td>
</tr>
<tr>
<td>0.2500</td>
<td>4.51592823e+00</td>
<td>5.19228230e+00</td>
</tr>
<tr>
<td>0.1250</td>
<td>4.11879269e+00</td>
<td>1.18792690e+01</td>
</tr>
<tr>
<td>0.0625</td>
<td>4.02912227e+00</td>
<td>2.91222727e+02</td>
</tr>
<tr>
<td>0.0313</td>
<td>4.00724543e+00</td>
<td>7.24543362e+02</td>
</tr>
</tbody>
</table>
### Third derivative rule

<table>
<thead>
<tr>
<th>( h )</th>
<th>( ) computed derivative</th>
<th>( ) absolute error</th>
<th>( ) estimated order</th>
<th>( ) corrected derivative</th>
<th>( ) absolute error</th>
<th>( ) estimated order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0000</td>
<td>-2.40973631e-01</td>
<td>1.05736308e-02</td>
<td></td>
<td>-2.37051773e-01</td>
<td>6.65177254e-03</td>
<td></td>
</tr>
<tr>
<td>0.5000</td>
<td>-2.34692133e-01</td>
<td>4.29621292e-03</td>
<td>1.30</td>
<td>-2.30683598e-01</td>
<td>2.83859197e-04</td>
<td>4.55</td>
</tr>
<tr>
<td>0.2500</td>
<td>-2.31550154e-01</td>
<td>1.15015437e-03</td>
<td>1.90</td>
<td>-2.30415897e-01</td>
<td>1.58974761e-05</td>
<td>4.16</td>
</tr>
<tr>
<td>0.1250</td>
<td>-2.30691910e-01</td>
<td>7.32447324e-05</td>
<td>1.99</td>
<td>-2.30400966e-01</td>
<td>9.65795639e-07</td>
<td>4.04</td>
</tr>
<tr>
<td>0.0625</td>
<td>-2.30732435e-01</td>
<td>1.05736308e-02</td>
<td></td>
<td>-2.37051773e-01</td>
<td>6.65177254e-03</td>
<td></td>
</tr>
</tbody>
</table>

**Estimation of \( f^{(3)}(2) = -2.30400000e-01 \) for \( f(x) = 1/(1 + x^2) \)**

### Fourth derivative rule

<table>
<thead>
<tr>
<th>( h )</th>
<th>( ) computed derivative</th>
<th>( ) absolute error</th>
<th>( ) estimated order</th>
<th>( ) corrected derivative</th>
<th>( ) absolute error</th>
<th>( ) estimated order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0000</td>
<td>-2.80100610e-01</td>
<td>3.47738992e-02</td>
<td></td>
<td>-3.38842477e-01</td>
<td>2.39624769e-02</td>
<td></td>
</tr>
<tr>
<td>0.5000</td>
<td>3.10820648e-01</td>
<td>4.05935957e-03</td>
<td>3.10</td>
<td>-3.19800000e-01</td>
<td>1.19034895e-03</td>
<td>4.34</td>
</tr>
<tr>
<td>0.2500</td>
<td>3.14107429e-01</td>
<td>7.72571418e-04</td>
<td>2.39</td>
<td>-3.14948783e-01</td>
<td>6.87831106e-05</td>
<td>4.10</td>
</tr>
<tr>
<td>0.1250</td>
<td>3.14701263e-01</td>
<td>1.78757171e-04</td>
<td>2.11</td>
<td>-3.14882200e-01</td>
<td>4.22036367e-06</td>
<td>4.03</td>
</tr>
<tr>
<td>0.0625</td>
<td>3.14836205e-01</td>
<td>4.37952495e-05</td>
<td>2.03</td>
<td>-3.14880209e-01</td>
<td>2.09043622e-07</td>
<td>4.34</td>
</tr>
</tbody>
</table>

**Estimation of \( f^{(4)}(\pi/4) = 80 \) for \( f(x) = \tan(x) \)**

### Table 6. Estimation of \( f^{(3)}(x) \) using a 4-points symmetric rule.

### Table 7. Estimation of \( f^{(4)}(x) \) using a 5-points symmetric rule.