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Abstract— This paper aims to improve a new hybrid model for system identification area. The proposed hybrid model 

consists of an adaptive Hammerstein model, an adaptive Wiener model, and a Neuro-Fuzzy (NF) network based soft-

switching mechanism (SSM). SSM structure in hybrid model increases the success of block model by selecting the best 

results of Hammerstein and Wiener model outputs. In literature, there are various studies about NF based on Hammerstein 

or Wiener model types applied to system identification. In the proposed model, Hammerstein and Wiener models with 

NF network are used together different from the literature. In simulation studies, five different type of systems are 

identified with different models (Hammerstein, Wiener and the proposed hybrid model) optimized by Recursive Least 

Square (RLS). Then the performances of these models are compared. Simulation results reveal the effectiveness and 

robustness of the proposed identification model. 
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Sistem Kimliklendirme İçin Bulanık Sinir Ağı Esnek 

Anahtarlama Mekanizması Temelli Yeni Bir Karma Model 
 

Özet— Bu çalışmanın amacı sistem kimliklendirme alanında yeni bir karma model geliştirmektir. Önerilen karma model 

uyarlanabilen bir Hammerstein model, bir Wiener model ve esnek anahtarlama mekanizmasına dayanan bulanık sinir 

ağını içermektedir. Karma modeldeki esnek anahtarlama mekanizması Hammerstein ve Wiener model çıkışlarının en iyi 

sonuçlarını seçerek blok model başarısını arttırmaktadır. Literatürde, sistem kimliklendirmede uygulanan bulanık sinir 

ağı temelli Hammerstein ya da Wiener modellerle ilgili birçok çalışma vardır. Önerilen modelde, bulanık sinir ağıyla 

birlikte Hammerstein ve Wiener modelleri literatürden farklı olarak bir arada kullanılmıştır. Simülasyon çalışmalarında, 

farklı tipteki beş sistem tekrarlayan en küçük kare ile optimize edilmiş olan farklı modeller (Hammerstein, Wiener ve 

önerilen model) ile kimliklendirilmiştir. Daha sonra bu modellerin performansları karşılaştırılmıştır. Simülasyon 

çalışmaları önerilen modelin etkinliğini ve sağlamlığını ortaya koymaktadır.  

 

Anahtar Kelimeler— bulanık sinir ağı, karma zeki sistemler, optimizasyon, esnek anahtarlama, sistem kimliklendirme 

1. INTRODUCTION  

System identification is the model of the system achieved 

by utilizing data obtained from experimental or 

mathematical way. The studies in literature show that 

system identification processes are successful in solving 

real life problems [1-3]. System identification is proceeded 

through linear and nonlinear models as to the linearity of 

the system [4-8]. Linear system identification that the input 

and the output of the system stated with linear equations, is 

mostly used because of its advanced theoretical 

background [4,5]. However, many systems in real life have 

nonlinear behaviours. Linear methods can be inadequate in 

identification of such systems and nonlinear methods are 

used [6-8]. In order to describe the nonlinear behaviour of 

the system over the entire range of operating conditions 

adequately, a nonlinear block-oriented model is often used 

and the identified system is generally subdivided into linear 

mailto:selcuk.metes@gmail.com
mailto:hzorlu@erciyes.edu.tr
mailto:sozer@erciyes.edu.tr
https://orcid.org/0000-0001-6842-1088
https://orcid.org/0000-0001-8173-6228
https://orcid.org/0000-0003-3329-3738


2  BİLİŞİM TEKNOLOJİLERİ DERGİSİ, CİLT: 12, SAYI: 1, OCAK 2019 
 
dynamic subsystems (or linear dynamic blocks) and 

nonlinear static subsystems (or nonlinear static blocks). 

The well-known Wiener model and Hammerstein model 

are nonlinear models that are used in many domains for 

their simplicity and physical meaning, where the system 

steady-state behaviour is determined completely by the 

static-nonlinearities, while the system dynamic behaviour 

is determined by both the nonlinearities and the linear 

dynamic model components. For example, a Wiener model 

consist of a linear dynamic block followed by a nonlinear 

static block. A Hammerstein model is just a Wiener model 

structurally reversed, that is, a nonlinear static block is 

followed by a linear dynamic block [9-11]. Moreover, 

these models are useful in simple effective control systems. 

Besides the usefulness in applications, these models are 

also preferred because of the effective predict of a wide 

nonlinear process [10,11]. In this kind of cascade models, 

the polynomial representation has advantage of more 

flexibility and of a simpler use [9]. 

To improve Hammerstein [6,7,12-15] and Wiener models 

[16-18], various algorithms have been applied. In the last 

decade, various applications of soft computing techniques 

are used, such as Neural Networks and Fuzzy Inference 

System (FIS), for the problems in many ranges [19, 20]. 

Neural Network and FIS have robust learning and 

adaptation capabilities to solve linear or nonlinear 

problems. Neuro-Fuzzy (NF) system which integrates both 

neural networks and FIS has the potential to benefit from 

both in a single framework [21-23]. Therefore, NF systems 

may be used as more powerful tools for identification 

areas. In literature there are various studies about NF based 

on Hammerstein [24-26] or Wiener [27-30] model types 

applied to system identification. 

The main motivation of this study is to suggest a simple 

and successful model structure. At this point authors 

designed a new hybrid model for system identification. The 

proposed hybrid model consists of an adaptive 

Hammerstein model, an adaptive Wiener model, and a NF 

network based soft-switching mechanism (SSM). The 

structure of proposed hybrid model is shown in Figure 3. 

SSM structure in proposed hybrid model increases the 

success of block model by selecting the best results of 

Hammerstein and Wiener model outputs. The advantage of 

the proposed model; It can make more successful and 

stable identification by using two different block models as 

Hammerstein and Wiener in a hybrid structure. The 

disadvantage of the proposed model; Because of its 

complex structure; it contains more mathematical 

operations and accordingly the duration of the 

identification is longer than other model types in literature. 

In simulation studies, five different type systems are 

identified with different Hammerstein, Wiener and the 

proposed hybrid models. Then the performances of these 

models are compared. Simulation results are showed that 

the proposed hybrid model has better result than the 

adaptive Hammerstein and Wiener models. 

The paper is organized as follows: In section 2, model 

structures are detailed. In section 2.3, the proposed hybrid 

model is detailed. In section 3, Recursive Least Square 

(RLS) algorithm is explained. In section 4, simulations are 

made to verify the feasibility of the proposed method. 

Conclusions are offered in section 5.  

2. BLOCK ORIENTED MODELS  

Many nonlinear dynamic systems such as heat exchangers, 

electric drives, pH control, biological systems, and 

identification of linear systems with nonlinear sensors [31, 

32] can be approximated by block oriented model such as 

Hammerstein or Wiener. Also in a Wiener and 

Hammerstein model, many different linear and nonlinear 

sub model structures have been considered.  

2.1. Hammerstein Model  

In Hammerstein model structure in Figure 1, Memoryless 

Polynomial (MP) model is used as a nonlinear part and 

Finite Impulse Response (FIR) model is used as a linear 

part. The nonlinear part is described by a polynomial 

function [33].  

 

 

 

Figure 1. Hammerstein model 

In Figure 1 x(n) and y(n) are the input and the output of the 

block model respectively. z(n) represents the unavailable 

internal data. MP model output and intermediate variable 

z(n); 

𝑧(𝑛) = ∑ 𝑐𝑙𝑥𝑙(𝑛)
𝑝

𝑙=1
     (1) 

FIR model output; 

𝑦(𝑛) = ∑ 𝑏𝑖𝑧(𝑛 − 𝑖)𝑚
𝑖=0   (2) 

block model output; 

𝑦(𝑛) = ∑ ∑ 𝑐𝑙𝑏𝑖𝑥𝑙(𝑛 − 𝑖)
𝑚

𝑖=0

𝑝

𝑙=1
 (3) 

where bi and cl are the coefficients of the MP and the FIR 

model. l is an integer and l >0. m and p are lengths of the 

models [33]. 

2.2. Wiener Model  

In Wiener model structure, FIR model is used as a linear 

block and MP model is used as a nonlinear block. Cascade 

structure is shown in Figure 2 [34-36].  

 

 

Figure 2. Wiener model 
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FIR model is defined as; 

𝑧(𝑛) = ∑ 𝑏𝑖𝑥(𝑛 − 𝑖)𝑚
𝑖=0   (4) 

where m shows  model length. MP and Wiener model 

output is defined as;  

𝑦(𝑛) = ∑ 𝑐𝑙𝑧𝑙(𝑛)
𝑝

𝑖=1
  (5) 

where p shows MP and Wiener model length. The 

disadvantage of Wiener compared to Hammerstein; is it 

can be formed with more complex mathematical 

substructure because of its structure.  

2.3. Proposed Hybrid Model  

Proposed hybrid model is shown in Figure 3. The model 

consists of a Hammerstein model, a Wiener model, input 

data and NF network based SSM. The NF network uses the 

information from the adaptive Hammerstein, the Wiener, 

and the input signal to compute the system output. The 

proposed model is different from the other hard switching 

models in literature in terms of soft switching feature. 

 

SSM of the system is a first-order Sugeno typed NF 

network with 3 input and 1 output. In each input of the 

network, there are 2 Gaussian membership function and in 

output there is a linear membership function [37-39]. 

Figure 3. Proposed hybrid model 

The parameters of the NF network are iteratively tuned by 

using the hybrid learning optimization algorithm which 

combines the gradient method and the least squares 

estimate to identify [37-39]. 

3. RLS ALGORITHM  

RLS algorithm is used to optimization of model 

parameters. Studies in literature shows that RLS is popular 

optimization algorithm among derivative based algorithms 

[40]. The most important feature of RLS algorithm is that 

the algorithm uses all information in input data towards 

start moment. The aim of the RLS algorithm is minimized 

to error between desired and model response by adjusting 

model parameters. The error is defined as Eq. (6). 

𝑒(𝑛) = 𝑑(𝑛) − 𝑤𝐻(𝑛 − 1)𝑥(𝑛)                     (6) 

 

Here, e is error value, d is desired output, x(n) is input 

signal for model and w is model parameters vector. 

Adjusting model parameter process is given by Eq. (7) 

 

𝑤(𝑛) = 𝑤(𝑛 − 1) − 𝑘(𝑛)𝑒(𝑛)                                          (7) 

 

Here, k is gain vector and defined by Eq. (8), 

𝑘(𝑛) =
𝜆−1𝑃(𝑛 − 1)𝑥(𝑛)

1 + 𝜆−1𝑥𝐻(𝑛)𝑃(𝑛 − 1)𝑥(𝑛)
 (8) 

 

Here, P is current covariance matrix and defined by Eq. (9) 

 

𝑃(𝑛) = 𝜆−1𝑃(𝑛 − 1) − 𝜆−1𝑘(𝑛)𝑥𝐻(𝑛)𝑃(𝑛 − 1)                       (9) 

 

here, λ is forgetting factor for this algorithm [23, 40].  

4. RESULTS AND DISCUSSION 

Training and testing structures of a Hammerstein model, a 

Wiener model and the proposed hybrid model are given in 

Figure 4 and 5 for system identification. The input signal 

x(n) was preferred to be a Gaussian distributed white noise 

of 1000 data samples. Figure 4 shows the structure of the 

representing optimization of the adaptive Hammerstein 

and Wiener models. In these simulations, all models are 

optimized till the error e(n) between the model ym(n) and 

system output d(n) is minimized by RLS algorithm [40,41]. 

 

 

Figure 4. Training and testing structure of models for 
adaptive optimization. 

 

Figure 5. Training and testing structure of proposed hybrid 
model for adaptive optimization. 

Figure 5 shows the structure of the representing 

optimization of the proposed hybrid model. All of these 

mentioned models were simulated using the noiseless input 

signal x(n) and length L = 1000. The first 900 samples of 

the input signal were used for the model training and the 

remaining 100 sample data were used for model testing. 

Hammerstein and Wiener models are given Eq. (10) and 

(11).  

 

Hammerstein model in Eq. (10) is obtained from Eq. (3) 

with p=3, m=1. 

 

𝑦𝑚1(𝑛) = 𝑏0𝑐1𝑥(𝑛) + 𝑏0𝑐2𝑥2(𝑛) + 𝑏0𝑐3𝑥3(𝑛) + 𝑏1𝑐1𝑥(𝑛 − 1) +

                    𝑏1𝑐2𝑥2(𝑛 − 1) + 𝑏1𝑐3𝑥3(𝑛 − 1)     (10) 

 

Wiener model in Eq. (11) is obtained from Eq. (5) with 

m=1, p=3. 
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𝑦𝑚2(𝑛) = 𝑐1𝑏0𝑥(𝑛) + 𝑐1𝑏1𝑥(𝑛 − 1) + 𝑐2𝑏0
2𝑥2(𝑛) +

                   𝑐2𝑏0𝑏1𝑥(𝑛)𝑥(𝑛 − 1) + 𝑐2𝑏1𝑏0𝑥(𝑛)𝑥(𝑛 − 1) +

                   𝑐2𝑏1
2𝑥2(𝑛 − 1) + 𝑐3𝑏0

3𝑥3(𝑛) + 𝑐3𝑏0
2𝑏1𝑥2(𝑛) 𝑥(𝑛 − 1) +

                   𝑐3𝑏1𝑏0
2𝑥2(𝑛) 𝑥(𝑛 − 1) + 𝑐3𝑏1

2𝑏0𝑥(𝑛)𝑥2(𝑛 − 1) +

                   𝑐3𝑏1𝑏0
2𝑥2(𝑛) 𝑥(𝑛 − 1) + 𝑐3𝑏0𝑏1

2𝑥(𝑛)𝑥2(𝑛 − 1) +

                   𝑐3𝑏0𝑏1
2𝑥(𝑛)𝑥2(𝑛 − 1) + 𝑐3𝑏1

3𝑥3(𝑛 − 1)      (11) 

4.1. Example-I  

In this example, considering the structure given in Figure 

4 and 5 unknown Hammerstein system [42] is chosen as in 

Eq. (12) and (13). The memoryless nonlinearity of 

Hammerstein system,  
 

𝑧𝑛(𝑛) = 𝑥(𝑛) + 0.5𝑥3(𝑛)                       (12) 

 

and a linear component with the transfer function 

 

𝐻(𝑧) =
0.4 + 0.2𝑧−1

1 + 0.8𝑧−1 + 0.6𝑧−2
 (13) 

The unknown system is identified with Hammerstein, 

Wiener and proposed hybrid models. Model successes for 

testing process were compared according to MSE [43], 

correlation and run time values, and the results are 

presented in Table 1. According to these comparisons 

proposed hybrid model identifies the unknown system with 

the lowest error. Also visual results for testing process are 

shown in Figure 6. Proposed hybrid model’s performance 

of system identification in terms of membership function, 

number of membership and epoch number is presented in 

Table 2. 
 

Table 1. MSE, correlation and run time values for example-
I 

Type of Model MSE Correlation Run Time (sec) 

Hammerstein 0.70642 0.78783 0.04 

Wiener 0.43585 0.82348 0.03 

Hybrid (Proposed) 0.38710 0.84100 79 

 

Table 2. Proposed hybrid model performance 

   NDS HM 

MF NM    NE TR T MSE C RTM 

gauss2mf 2 1000 900 100 0.38751 0.84076 8 

gauss2mf 2 5000 900 100 0.38741 0.84080 40 

gauss2mf 2 10000 900 100 0.38710  0.84100 79 

gauss2mf 3 1000 900 100 0.43492 0.82962 18 

gauss2mf 3 5000 900 100 0.43133 0.82401 91 

gauss2mf 3 10000 900 100 0.42981 0.82460 186 

gaussmf 2 1000 900 100 0.39329 0.83880 6 

gaussmf 2 5000 900 100 0.40587 0.83528 28 

gaussmf 2 10000 900 100 0.40568 0.83535 61 

gaussmf 3 1000 900 100 0.44951 0.82001 15 
gaussmf 3 5000 900 100 0.44971 0.81838 72 

gaussmf 3 10000 900 100 0.45028 0.81839 143 

gbellmf 2 1000 900 100 0.39926 0.83758 6 

gbellmf 2 5000 900 100 0.41771 0.83013 30 
gbellmf 2 10000 900 100 0.41788 0.83012 60 

gbellmf 3 1000 900 100 0.44421 0.82180 15 

gbellmf 3 5000 900 100 0.44788 0.82027 74 
gbellmf 3 10000 900 100 0.45047 0.81917 149 

 

MF=membership function, NM=number of membership, 

NE=number of epoch, TR= training, T= test, 

C=correlation, RTM=run time(sec),  NDS= number of data 

samples, HM= hybrid model.   
 

 

Figure 6. Simulated response comparisons of example-I 

4.2. Example-II 

In this example, considering the structure given in Figure 

4 and 5 unknown Bilinear system [41,44] is chosen as in 

Eq. (14).  

 

𝑑(𝑛) = 0.25𝑦(𝑛 − 1) − 0.5𝑦(𝑛 − 1)𝑥(𝑛) + 0.05𝑦(𝑛 − 1)𝑥(𝑛 − 1) −

               0.5𝑥(𝑛) + 0.5𝑥(𝑛 − 1)      (14) 

 

The unknown system is identified with Hammerstein, 

Wiener and proposed hybrid models. MSE, correlation and 

run time values of the tested models are given in Table 3. 

Proposed hybrid model identifies the unknown system with 

the lowest error. Proposed hybrid model performance is 

given in Table 4. Also visual results of the tested models 

are shown in Figure 7. 
 

Table 3. MSE, correlation and run time values for example-
II 

Type of Model MSE Correlation Run Time(sec) 

Hammerstein 0.08602 0.90105 0.11 

Wiener 0.05062 0.94425 0.03 

Hybrid (Proposed) 0.04013 0.95429 21 

 

Table 4. Proposed hybrid model performance 
 

   NDS HM 

MF NM    NE TR T MSE C RTM 

gauss2mf 2 1000 900 100 0.04013 0.95429 21 

gauss2mf 2 5000 900 100 0.04036 0.95401 106 

gauss2mf 2 10000 900 100 0.04045 0.95390 212 

gauss2mf 3 1000 900 100 0.13445 0.89624 128 

gauss2mf 3 5000 900 100 0.19795 0.87445 636 
gauss2mf 3 10000 900 100 0.18350 0.88110 1322 

gaussmf 2 1000 900 100 0.04370 0.94995 17 

gaussmf 2 5000 900 100 0.04331 0.95040 83 

gaussmf 2 10000 900 100 0.04332 0.95039 167 

gaussmf 3 1000 900 100 0.09719 0.90308 121 

gaussmf 3 5000 900 100 0.15744 0.86162 604 

gaussmf 3 10000 900 100 0.20771 0.82143 1214 

gbellmf 2 1000 900 100 0.04229 0.95220 17 

gbellmf 2 5000 900 100 0.04342 0.95070 86 

gbellmf 2 10000 900 100 0.04467  0.94912 175 

gbellmf 3 1000 900 100 0.09158 0.90805 124 

gbellmf 3 5000 900 100 0.11851 0.89029 606 

gbellmf 3 10000 900 100 0.12877 0.89635 1211 
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MF=membership function, NM=number of membership, 

NE=number of epoch, TR= training, T= test, 

C=correlation, RTM=run time(sec),  NDS= number of data 

samples, HM= hybrid model.  
 

 

 

Figure 7. Simulated response comparisons of example-II 

 

4.3. Example-III  

In this example, considering the structure given in Figure 

4 and 5 unknown ARMA system [45,46] is chosen as in 

Eq. (15). The unknown system is identified with 

Hammerstein, Wiener and proposed hybrid models. 

 

𝑑(𝑛) = 0.7𝑥(𝑛) − 0.4𝑥(𝑛 − 1) − 0.1𝑥(𝑛 − 2) + 0.25𝑦(𝑛 − 1) −

               0.1𝑦(𝑛 − 2) + 0.4𝑦(𝑛 − 3)     (15) 

 

Model successes were compared according to MSE, 

correlation and run time values, and the results are 

presented in Table 5. According to these comparisons 

proposed hybrid model identifies the unknown system with 

the lowest error. Also visual results are shown in Figure 8. 

 

Table 5. MSE, correlation and run time values for example-
III 

Type of Model MSE Correlation Run Time(sec) 

Hammerstein 0.11002 0.89874 0.09 

Wiener 0.10737 0.89810 0.03 

Hybrid (Proposed) 0.10051 0.90206 28 

 

 

 

Figure 8. Simulated response comparisons of example-III 

Proposed hybrid model’s performance of system 

identification in terms of membership function, number of 

membership and epoch number is presented in Table 6. 

 

Table 6. Proposed hybrid model performance 

   NDS HM 

MF NM   NE TR T MSE C RTM 

gauss2mf 2 1000 900 100 0.10527 0.89734 8 

gauss2mf 2 5000 900 100 0.10554 0.89712 42 
gauss2mf 2 10000 900 100 0.10554 0.89712 84 

gauss2mf 3 1000 900 100 0.10792 0.89461 18 

gauss2mf 3 5000 900 100  0.10962 0.89288 88 

gauss2mf 3 10000 900 100  0.10961 0.89289 174 

gaussmf 2 1000 900 100 0.10056 0.90199 6 

gaussmf 2 5000 900 100 0.10051 0.90206 28 

gaussmf 2 10000 900 100 0.10054 0.90203 57 

gaussmf 3 1000 900 100 0.10933 0.89314 15 
gaussmf 3 5000 900 100 0.10929 0.89313 74 

gaussmf 3 10000 900 100 0.10910 0.89329 143 

gbellmf 2 1000 900 100 0.10249 0.90022 6 

gbellmf 2 5000 900 100 0.10257 0.90010 30 
gbellmf 2 10000 900 100 0.10250 0.90017 60 

gbellmf 3 1000 900 100 0.10667 0.89577 14 

gbellmf 3 5000 900 100 0.10830 0.89405 73 
gbellmf 3 10000 900 100 0.11027 0.89199 147 

 

MF=membership function, NM=number of membership, 

NE=number of epoch, TR= training, T= test, 

C=correlation, RTM=run time(sec),  NDS= number of data 

samples, HM= hybrid model.   

 

4.4. Example-IV  

In this example, considering the structure given in Figure 

4 and 5 unknown Hammerstein system [47] is chosen as in 

Eq. (16) and (17). The unknown system is identified with 

Hammerstein, Wiener and proposed hybrid models. The 

memoryless nonlinearity of Hammerstein, 

 

𝑧𝑛(𝑛) = 0.1𝑥(𝑛) − 0.075𝑥2(𝑛) + 0.05𝑥3(𝑛)    (16) 

 

and a linear component with the transfer function 

𝐻(𝑧) =
0.25

1 − 0.4𝑧−1 + 0.2𝑧−2
 (17) 

MSE, correlation and run time values of the tested models 

are given in Table 7. Proposed hybrid model identifies the 

unknown system with the lowest error. Also visual results 

are shown in Figure 9. 

 

Table 7. MSE, correlation and run time values for example-
IV 

 

Proposed hybrid model’s performance of system 

identification in terms of membership function, number of 

membership and epoch number is presented in Table 8. 

 

 

 

Type of Model MSE Correlation Run Time(sec) 

Hammerstein  6.2794x10-5 0.99460 0.07 

Wiener  1.8446x10-4 0.99192 0.04 

Hybrid (Proposed)  5.8115x10-5 0.99490 102 
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Table 8.   Proposed hybrid model performance 

    NDS HM 

MF NM   NE TR T MSE C RTM 

gauss2mf 2 1000 900 100 5.9144x10-5 0.99485 20 

gauss2mf 2 5000 900 100 5.8115x10-5 0.99490 102 

gauss2mf 2 10000 900 100 5.8187x10-5 0.99490 203 

gauss2mf 3 1000 900 100 6.2953x10-5 0.99455 128 

gauss2mf 3 5000 900 100 6.2294x10-5 0.99457 632 

gauss2mf 3 10000 900 100 6.5483x10-5 0.99431 1346 

gaussmf 2 1000 900 100 5.9588x10-5 0.99475 19 

gaussmf 2 5000 900 100 5.9577x10-5 0.99475 96 

gaussmf 2 10000 900 100 5.9564x10-5 0.99475 190 

gaussmf 3 1000 900 100 6.3496x10-5 0.99439 132 
gaussmf 3 5000 900 100 6.4853x10-5 0.99427 659 

gaussmf 3 10000 900 100 6.6535x10-5 0.99412 1237 

gbellmf 2 1000 900 100 6.0544x10-5 0.99466 22 

gbellmf 2 5000 900 100 6.0417x10-5 0.99468 94 
gbellmf 2 10000 900 100 6.0468x10-5 0.99467 15 

gbellmf 3 1000 900 100 8.5860x10-5 0.99267 18 

gbellmf 3 5000 900 100 7.1000x10-5 0.99380 643 

gbellmf 3 10000 900 100 6.7246x10-5 0.99410 1276 

 

MF=membership function, NM=number of membership, 

NE=number of epoch, TR= training, T= test, 

C=correlation, RTM=run time(sec),  NDS= number of data 

samples, HM= hybrid model.   

 

 

 

Figure 9. Simulated response comparisons of example-IV 

 

4.5. Example-V  

In this example, considering the structure given in Figure 

4 and 5 unknown Volterra system [48,49], is chosen as in 

Eq. (18). The unknown system is identified with 

Hammerstein, Wiener and proposed hybrid models. 

 

𝑑(𝑛) = −0.64𝑥(𝑛) + 𝑥(𝑛 − 2) − 0.9𝑥2(𝑛) + 𝑥2(𝑛 − 1)   (18) 

 

Model successes were compared according to MSE, 

correlation and run time values, and the results are 

presented in Table 9. According to these comparisons 

proposed hybrid model identifies the unknown system with 

the lowest error. Also visual results are shown in Figure 10. 

 

Table 9. MSE, correlation and run time values for example-
V 

Type of Model MSE Correlation Run Time(sec) 

Hammerstein 1.02608 0.87619 0.05 

Wiener 0.90383 0.89176 0.03 

Hybrid (Proposed) 0.88671 0.89378 18 

 

Figure 10. Simulated response comparisons of example-V  

Proposed hybrid model’s performance of system 

identification in terms of membership function, number of 

membership and epoch number is presented in Table 10. 

 

 

Table 10. Proposed hybrid model performance 

   NDS HM 

MF NM   NE TR T MSE C RTM 

gauss2mf 2 1000 900 100 0.90132 0.89189 7 

gauss2mf 2 5000 900 100 0.90289 0.89169 36 

gauss2mf 2 10000 900 100 0.90300 0.89168 71 

gauss2mf 3 1000 900 100 0.88671 0.89378 18 

gauss2mf 3 5000 900 100 0.88811 0.89357 93 

gauss2mf 3 10000 900 100 0.88815 0.89359 196 

gaussmf 2 1000 900 100 0.90511 0.89140 6 

gaussmf 2 5000 900 100 0.90441 0.89149 29 

gaussmf 2 10000 900 100 0.90443 0.89149 62 

gaussmf 3 1000 900 100 0.90232 0.89176 16 

gaussmf 3 5000 900 100 0.90339 0.89163 90 

gaussmf 3 10000 900 100 0.90468 0.89147 163 

gbellmf 2 1000 900 100 0.90039 0.89202 6 

gbellmf 2 5000 900 100 0.89842 0.89227 33 

gbellmf 2 10000 900 100 0.90493 0.89142 68 

gbellmf 3 1000 900 100 0.91063 0.89074 18 

gbellmf 3 5000 900 100 0.91071 0.89073 89 

gbellmf 3 10000 900 100 0.91073 0.89072 155 

 

MF=membership function, NM=number of membership, 

NE=number of epoch, TR= training, T= test, 

C=correlation, RTM=run time(sec),  NDS= number of data 

samples, HM= hybrid model.   

 

 

Simulation samples, linear ARMA, nonlinear 

Hammerstein, Bilinear and Volterra systems are identified 

through various studies. According to results of all 

simulation samples, the proposed Hybrid model is more 

successful in terms of MSE and correlation value compared 

to other models. In Figures 6-10 and Tables 1-10 the results 
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are analysed. But the proposed model is unsuccessful in 

terms of run time, compared to other models. This is the 

disadvantage of the proposed model.  

5. CONCLUSION 

This study aims to improve a new hybrid model for system 

identification area. At this point authors designed a soft-

switching hybrid model through a NF network to improve 

the performance of block-oriented models in system 

identification area. System identification studies are 

carried out to determine the performance of proposed 

model. So, different structure unknown systems are 

identified with both proposed model and different type 

models. 

 

As disadvantage of the model, proposed model has more 

complex structure compared to Hammerstein and Wiener 

models. Also the proposed model requires a lot of 

parameter estimation. Thus, the run time is increasing. In 

order to decrease the run time in simulations, NF network 

based SSM forms are tested different membership 

functions, different membership numbers and different 

number of epoch. The details are presented in Table 

2,4,6,8,10. According to these results, it is concluded that 

working time is prolonged due to the increase of 

membership number and number of epochs. Membership 

function, number of membership and number of epoch 

simulation example details are as follows; For Example-I 

in Table 2, the control parameters for hybrid model 

performance tests the least MSE (0.38710) and the ideal 

correlation relation (0.84100) are as follows; membership 

function= gauss2mf, number of membership=2 ve number 

of epoch=10000. For Example-II in Table 4, the control 

parameters for hybrid model performance tests the least 

MSE (0.04013) and the ideal correlation relation (0.95429) 

are as follows; membership function= gauss2mf, number 

of membership=2 ve number of epoch=1000. For 

Example-III in Table 6, the control parameters for hybrid 

model performance tests the least MSE (0.10051) and the 

ideal correlation relation (0.90206) are as 

follows; membership function= gaussmf, number of 

membership=2 ve number of epoch=5000. For Example-

IV in Table 8, the control parameters for hybrid model 

performance tests the least MSE (5.8115 x10-5) and the 

ideal correlation relation (0.99490) are as 

follows; membership function= gauss2mf, number of 

membership=2 ve number of epoch=5000. For Example-V 

in Table 10, the control parameters for hybrid model 

performance tests the least MSE (0.88671) and the ideal 

correlation relation (0.89378) are as follows; membership 

function= gauss2mf, number of membership=3 ve number 

of epoch=1000. 

 

But as advantage has a successful identification tool. 

According to MSE and correlation results, the systems can 

be identified with less error in proposed model compared 

to simple Hammerstein or Wiener model. In addition the 

author will try to identify real system problems in future 

studies. 
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