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Sharp results on linear combination of simple
expressions of analytic functions
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Abstract
In this paper we use methods from the theory of differential subordi-
nations to study the linear combination azf ′′(z) + bf ′(z) + c f(z)

z
and

give sharp bounds over the module, the argument and the real part of
αf ′(z) + β f(z)

z
.
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1. Introduction and preliminaries
Let H(D) denote the class of all analytic functions in the open unit disk D = {z ∈

C : |z| < 1} and let A be the subclass of H(D) consisting of those functions that are
normalized with the condition f(0) = f ′(0)− 1 = 0. The functions of A that are one-to-
one are called normalized univalent functions (for details see [4]).

A significant part of the theory of univalent functions deals with results over simple
expressions of a function f ∈ A and its derivatives, such as

zf ′′(z), f ′(z) and
f(z)

z
,

and a small part of such results are presented in [6] and [2].
In this paper we will study the differential operator I(a, b, c) : A→ H(D) given by

I(a, b, c)[f ](z) := azf ′′(z) + bf ′(z) + c
f(z)

z
,
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which is a linear combination of the above three expressions zf ′′(z), f ′(z) and f(z)/z.
Our results will provide simple sufficient conditions over the module, the argument and
the real part of I(a, b, c)[f ] that imply (in most of the cases) sharp bound of the module,
the argument and the real part of another differential operator J(α, β) : A→ H(D), given
by

J(α, β)[f ](z) := αf ′(z) + β
f(z)

z
.

Special choice of the parameters a, b and c leads to numerous known results, and we
remind some of them:

(i) the special case a = c = 0 and b = 1 brings results over the class of functions of
bounded turning [11, 12, 13];

(ii) the case a = 1 and b = c = 0 was studied in [9];
(iii) the case b = 1 and c = 0 was studied in [10];
(iv) the case a = b = 1 and c = 0 was studied in [3] and [1].
The sharpness of the results given in this paper closes, and in some cases improves

and closes the related problems.
For our study we will use some methods from the theory of differential subordinations.

Now we will recall the basic definitions and notion from this theory, that we need to use
in our proofs. Valuable references on this topic may be found in [2] and [6].

If f and g are two analytic functions in the unit disk D, then we say that f is subor-
dinate to g, written f(z) ≺ g(z), if there exists a Schwarz function w (i.e. w is analytic
in D with w(0) = 0 and |w(z)| < 1, z ∈ D) such that f(z) = g(w(z)) for all z ∈ D.
In particular, if g is univalent in D, then f(z) ≺ g(z) if and only if f(0) = g(0) and
f(D) ⊆ g(D).

The general theory of differential subordinations was introduced by Miller and Mocanu
in [7] and [8]. Namely, if φ : C2 → C is analytic in a domain D ⊂ C, if h is univalent in
D, and if p is analytic in D with (p(z), zp′(z)) ∈ D for all z ∈ D, then p is said to satisfy
a first-order differential subordination if

(1.1) φ(p(z), zp′(z)) ≺ h(z).

A univalent function q is said to be a dominant of the differential subordination (1.1)
if p(z) ≺ q(z) for all the functions p satisfying (1.1). If q̃ is a dominant of (1.1) and
q̃(z) ≺ q(z) for all dominants of (1.1), then we say that q̃ is the best dominant of the
differential subordination (1.1).

To prove our main results we will use the following well-known lemmas from the theory
of first-order differential subordinations:

1.1. Lemma. [8] Let q be univalent in the unit disk D, and let θ and φ be analytic in a
domain D containing q(D), with φ(w) 6= 0 for all w ∈ q(D). Set Q(z) = zq′(z)φ(q(z)),
h(z) = θ(q(z)) +Q(z), and suppose that

(i) Q is starlike in the unit disk D, and
(ii) Re zh′(z)

Q(z)
= Re

[
θ′(q(z))
φ(q(z))

+ zQ′(z)
Q(z)

]
> 0, z ∈ D.

If p is analytic in D, with p(0) = q(0), p(D) ⊆ D and

(1.2) θ(p(z)) + zp′(z)φ(p(z)) ≺ θ(q(z)) + zq′(z)φ(q(z)) = h(z),

then p(z) ≺ q(z), and q is the best dominant of (1.2).

1.2. Lemma. [7, page 11] Let n ≥ 0 be an integer and let γ ∈ C, with Re γ > −n. If
f(z) =

∑
m≥n

amz
m is analytic in D and F is defined by

F (z) =
1

zγ

∫ z

0

f(ζ)ζγ−1dζ =

∫ 1

0

f(tz)tγ−1dt,
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then F (z) =
∑
m≥n

amz
m

m+γ
is analytic in D.

Now, by using Lemma 1.1 and Lemma 1.2 we will prove

1.3. Lemma. Let α, β, γ ∈ C with Re γ > −2, and let q be a univalent function in the
unit disk D, with q(0) = α+ β, satisfying

(1.3) Re

[
1 +

zq′′(z)

q′(z)

]
> max{0,−1− Re γ}, z ∈ D.

(i) If f ∈ A, then

(1.4) I(α, α+ β + αγ, βγ)[f ](z) ≺ zq′(z) + (1 + γ)q(z) =: h(z),

implies that

(1.5) J(α, β)[f ](z) ≺ q(z).
(ii) Moreover, if we suppose, in addition, that

Re
β

α
> −2, if αβ 6= 0,

then the implication given in (i) is sharp. The extremal function f∗ ∈ A that
satisfies the subordination (1.4) such that J(α, β)[f∗] = q, is given by

f∗(z) =



zq(z)

β
, if α = 0 and β 6= 0,

z +
∑
m≥1

q(m)(0)

(m+ 1)!α
zm+1, if α 6= 0 and β = 0,

z +
∑
m≥1

q(m)(0)

m!

zm+1

β + (m+ 1)α
, if αβ 6= 0 and Re β

α
> −2.

Proof. (i) Let define functions θ(w) = (1 + γ)w and φ(w) = 1, w ∈ C, that are analytic
in the domain D = C which contains q(D), and φ(w) 6= 0 for all w ∈ q(D). Further,
the condition (1.3) implies that for the functions Q(z) = zq′(z)φ(q(z)) = zq′(z) and
h(z) = θ(q(z)) +Q(z) = (1 + γ)q(z) + zq′(z) we have

Re
zQ′(z)

Q(z)
= Re

[
1 +

zq′′(z)

q′(z)

]
> 0, z ∈ D,

and

Re
zh′(z)

Q(z)
= Re

[
2 + γ +

zq′′(z)

q′(z)

]
= 1 + Re γ + Re

[
1 +

zq′′(z)

q′(z)

]
> 0, z ∈ D.

So, the conditions (i) and (ii) from Lemma 1.1 hold, and moreover, the function h is
close-to-convex, hence univalent in D (see [5]).

Let now choose p(z) = J(α, β)[f ](z) = αf ′(z)+β f(z)
z

. Then, the function p is analytic
in D, with p(0) = q(0) = α+ β, and p(D) ⊆ D = C. Finally, bearing in mind that

I(α, α+ β + αγ, βγ)[f ](z) = zp′(z) + (1 + γ)p(z),

we obtain that the subordinations (1.2) and (1.4) are equivalent, and the conclusion
follows immediately from Lemma 1.1.

(ii) We will prove the second part of our lemma by showing that the differential
equation

(1.6) αf ′(z) + β
f(z)

z
= q(z)

has a solution f∗ ∈ A, whenever the assumptions (a) and (b) hold. For this purpose we
will divide the analysis in three different cases.
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Case 1. If α = 0 and β 6= 0, since q(0) = α+ β = β, it follows that the equation (1.6)
has solution f∗(z) = zq(z)

β
∈ A.

Case 2. If α 6= 0 and β = 0, then (1.6) has the analytic solution

f∗(z) =
1

α

∫ z

0

q(ζ)dζ = z +
∑
m≥1

q(m)(0)

(m+ 1)!α
zm+1,

and since q(0) = α+ β = α the above function f∗ belongs to A.
Case 3. Now let analyse the more complex case, assuming that αβ 6= 0. The equation

(1.6) is equivalent to

(1.7) f(z) +
1

Γ
zf ′(z) = H(z), where Γ :=

β

α
and H(z) :=

zq(z)

β
.

It is easy to see that

H(z) =
∑
m≥1

amz
m, z ∈ D, where am =

q(m−1)(0)

(m− 1)!β
.

Since the function q is univalent in D, and thus q′(z) 6= 0 for all z ∈ D, it follows that
the second coefficient of the above power expansion of H does not vanish, i.e. q′(0)

β
6= 0.

Further, according to Lemma 1.2, the differential equation (1.7) has the analytic
solution

(1.8) f∗(z) =
Γ

zΓ

∫ z

0

H(ζ)ζΓ−1dζ =
1

αzβ/α

∫ z

0

q(ζ)ζβ/αdζ, z ∈ D,

whenever Re Γ > −n
This means that the solution (1.8) of the differential equation (1.6) is analytic in D if

we assume that

Re Γ = Re
β

α
> −2.

Hence, the solution (1.8) of the differential equation (1.6) is an analytic function in D,
and has the form

f∗(z) = z +
∑
m≥1

q(m)(0)

m!

zm+1

β + (m+ 1)α
, z ∈ D,

that is f∗ ∈ A. �

2. Results over the module
In this section we study the module of I(a, b, c)[f ] and receive sharp information about

the module of J(α, β)[f ].

2.1. Theorem. Let α, β, γ ∈ C with β + 2α 6= 0, Re γ > −2, and let δ > 0. If f ∈ A,
then

(2.1)
∣∣∣ I(α, α+ β + αγ, βγ)[f ](z)− (1 + γ)(α+ β)

∣∣∣ < δ, z ∈ D,

implies

(2.2)
∣∣∣ J(α, β)[f ](z)− (α+ β)

∣∣∣ < ∆ = ∆(γ, δ) :=
δ

|2 + γ| , z ∈ D.

This implication is sharp, and the extremal function is

(2.3) f∗(z) = z +
δ

(2 + γ)(β + 2α)
z2.
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Proof. If we denote q(z) = α + β + δ
2+γ

z, z ∈ D, then we have 1 + zq′′(z)
q′(z) = 1, meaning

that (1.3) from Lemma 1.3 holds because of the assumption Re γ > −2. Further, the
function h defined in (1.4) will be

h(z) = (1 + γ)(α+ β) + δz, z ∈ D,

hence the subordination (1.4) is equivalent to (2.1). Therefore, (2.2) follows directly from
Lemma 1.3 and the definition of subordination, while a simple computation shows that
f∗ given by (2.3) is the extremal function. �

If we consider in the above theorem the special case α = −β = 1, then we obtain the
first part, while for β = 1− α we obtain the second part of the next corollary:

2.2. Corollary. Let δ > 0 and γ ∈ C, with Re γ > −2.

(i) If f ∈ A, then ∣∣∣∣zf ′′(z) + γf ′(z)− γ f(z)

z

∣∣∣∣ < δ, z ∈ D,

implies ∣∣∣∣f ′(z)− f(z)

z

∣∣∣∣ < ∆ = ∆(γ, δ), z ∈ D.

This implication is sharp, and the extremal function is f∗(z) = z + δ
2+γ

z2.
(ii) Assuming that α ∈ C \ {−1}, if f ∈ A, then∣∣∣∣αzf ′′(z) + (1 + αγ)f ′(z) + (1− α)γ

f(z)

z
− (1 + γ)

∣∣∣∣ < δ, z ∈ D,

implies ∣∣∣∣αf ′(z) + (1− α)
f(z)

z
− 1

∣∣∣∣ < ∆ = ∆(γ, δ), z ∈ D.

This implication is sharp, and the extremal function is f∗(z) = z+ δ
(2+γ)(α+1)

z2.

3. Results over the argument and the real part
In this section we study the argument of the I(α, α + β + αγ, βγ)[f ] and obtain a

result for the argument of J(α, β)[f ]. As an interesting consequence, we receive the
corresponding result over the real parts of these operators.

3.1. Theorem. Let α, β ∈ C and γ, λ ∈ R, such that α+ β > λ, γ ≥ −1, and also let
θ ∈ (0, 1].

(i) If f ∈ A, then

(3.1)
∣∣∣ arg

[
I(α, α+ β + αγ, βγ)[f ](z)− (1 + γ)λ

]∣∣∣ < ∆, z ∈ D,

where

∆ = ∆(θ, γ) :=


θπ
2

+ arctan θ
1+γ

, if γ > −1,

(θ+1)π
2

, if γ = −1

implies

(3.2)
∣∣∣ arg J(α, β)[f ](z)− λ

∣∣∣ < θπ

2
, z ∈ D.



126

(ii) Moreover, for the special case γ = −1, if we suppose, in addition, that

Re
β

α
> −2, if αβ 6= 0,

then the implication given in (i) is sharp.

Proof. The assumption α + β > λ, with λ ∈ R, holds if and only if Imα = − Imβ and
Reα+ Reβ > λ.

Let consider the function q(z) =
(

1+z
1−z

)θ
(Reα+ Reβ − λ) + λ, z ∈ D, where the

power is taken to its principal value. It follows that q(0) = Reα+ Reβ,

1 +
zq′′(z)

q′(z)
=: H(z) = −1 +

2(1 + θz)

1− z2
, z ∈ D,

hence
H(eiϕ) = i

θ + cosϕ

sinϕ
, ϕ ∈ (−π, 0) ∪ (0, π).

Since H(0) = 1, we deduce ReH(z) > 0, z ∈ D, and from q′(0) = 2θ (Reα+ Reβ − λ) 6=
0 we conclude that q is a convex (univalent) function in D.

Thus, the initial assumptions of Lemma 1.3 are satisfied. The proof will be completed
if we show that the inequality (3.1) implies the subordination (1.4), and the subordination
(1.5) is equivalent to the inequality (3.2).

The function h defined in the subordination (1.4) has the form

h(z) = zq′(z) + (1 + γ)q(z) = (Reα+ Reβ − λ)

(
1 + z

1− z

)θ (
2θz

1− z2
+ 1 + γ

)
+ (1 + γ)λ.

Even more, since (h(z)− h(0)) /h′(0) is a close-to-convex (normalized) function in D, it
follows that the function h is univalent.

Now, for z = eiϕ and ϕ ∈ (−π, 0) ∪ (0, π), using the fact that α+ β > λ we get

arg
[
h(eiϕ)− (1 + γ)λ

]
= arg

[(
1+eiϕ

1−eiϕ

)θ (
2θeiϕ

1−e2iϕ + 1 + γ
)]

= arg
[(
i cot ϕ

2

)θ ( iθ
sinϕ

+ 1 + γ
)]
,

hence

(3.3) arg
[
h(eiϕ)− (1 + γ)λ

]
= θ arg

(
i cot

ϕ

2

)
+ arg

(
iθ

sinϕ
+ 1 + γ

)
.

We will discuss now the following two cases.
Case 1. If γ > −1, from the relation (3.3) we easily deduce that

arg
[
h(eiϕ)− (1 + γ)λ

]
≥ θπ

2
+ arctan

θ

1 + γ
, if ϕ ∈ (0, π),

and

arg
[
h(eiϕ)− (1 + γ)λ

]
≤ −

(
θπ

2
+ arctan

θ

1 + γ

)
, if ϕ ∈ (−π, 0),

which implies∣∣∣ arg
[
h(eiϕ)− (1 + γ)λ

] ∣∣∣ ≥ θπ

2
+ arctan

θ

1 + γ
, for ϕ ∈ (−π, 0) ∪ (0, π).

These inequalities, combined with the fact that h(0) = (Reα+Reβ)(1+γ) > (1+γ)λ
and the fact that h is univalent in D, leads to the conclusion that

(3.4) Ω :=

{
w ∈ C : |arg [w − (1 + γ)λ]| < θπ

2
+ arctan

θ

1 + γ

}
⊂ h(D),
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and from (3.3) we may see that∣∣∣arg
[
h(eiϕ)− (1 + γ)λ

]∣∣∣ =
θπ

2
+ arctan

θ

1 + γ
⇔ ϕ ∈

{
−π

2
,
π

2

}
,

hence Ω 6= h(D).
The assumption (3.1) is equivalent to I(α, α + β + αγ, βγ)[f ](D) ⊂ Ω, and according

to (3.4) this inclusion implies I(α, α + β + αγ, βγ)[f ](D) ⊂ h(D). Using the fact that
I(α, α+ β + αγ, βγ)[f ](0) = h(0) = (Reα+ Reβ) (1 + γ), this inclusion is equivalent to
the subordination (1.4), and by Lemma 1.3 if follows that J(α, β)[f ](z) ≺ q(z), which is
equivalent to our conclusion (3.2).

Case 2. If γ = −1, from the relation (3.3) we similarly deduce that the conclusion is
even stronger, that is

h(D) =

{
w ∈ C : | argw| < (θ + 1)π

2

}
.

In this case, the assumption (3.1) is equivalent to I(α, α+ β + αγ, βγ)[f ](D) = h(D),
and from I(α, α+β+αγ, βγ)[f ](0) = h(0) = (Reα+ Reβ) (1 + γ), the previous equality
between the two sets is equivalent to the subordination (1.4). Thus, from Lemma 1.3 it
follows that J(α, β)[f ](z) ≺ q(z), which is equivalent to our conclusion (3.2).

Notice that, for γ = −1 the result is sharp. That’s because the assumption (3.1) is
equivalent to the subordination (1.4), while in the case γ > −1 the assumption (3.1) is
stronger than (1.4). �

By specifying values of some of the parameters in Theorem 3.1 we receive the next
results:

3.2. Corollary. Let α, β ∈ C and γ, λ ∈ R, such that α+ β > λ, γ ≥ −1.
(i) If f ∈ A, then

Re

[
αzf ′′(z) + (α+ β + αγ)f ′(z) + βγ

f(z)

z

]
> (1 + γ)λ, z ∈ D,

implies

Re

[
αf ′(z) + β

f(z)

z

]
> λ, z ∈ D.

Moreover, for the special case γ = −1, if we suppose, in addition, that

(a) Re
β

α
> −2, if αβ 6= 0,

then the implication given in (i) is sharp.
(ii) Assuming that λ < 0, if f ∈ A, then

Re

[
zf ′′(z) + γf ′(z)− γ f(z)

z

]
> (1 + γ)λ, z ∈ D,

implies

Re

[
f ′(z)− f(z)

z

]
> λ, z ∈ D.

Moreover, for the special case γ = −1 the implication given in (ii) is sharp.
(iii) Assuming that and λ < 1, if f ∈ A, then

Re

[
αzf ′′(z) + (1 + αγ)f ′(z) + (1− α)γ

f(z)

z

]
> (1 + γ)λ, z ∈ D,

implies

Re

[
αf ′(z) + (1− α)

f(z)

z

]
> λ, z ∈ D.
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Moreover, for the special case γ = −1, if we suppose, in addition, that

(a′)

∣∣∣∣α+
1

2

∣∣∣∣ > 1

2
if α /∈ {0; 1},

then the implication given in (iii) is sharp.

Proof. The implication (i) follows directly from Theorem 3.1 for θ = 1 having in mind
that π

2
+arctan 1

1+γ
> π

2
. The implication (iii) follows from (i) if we choose α+β = 1, and

in that case the assumption (a) is equivalent to (a’). The implication (ii) was obtained
from (i) for the special case α = −β = 1. �

3.3. Remark. Taking α = 1 and β = γ = 0 in Corollary 3.2(i), we receive that for λ < 1
and f ∈ A the following implication holds:

(3.5) Re[zf ′′(z) + f ′(z)] > λ, z ∈ D⇒ Re f ′(z) > λ, z ∈ D.
This improves the result given in Theorem 1(a) from [1] where it was proven that

(3.6) Re[zf ′′(z) + f ′(z)] > λ, z ∈ D⇒ Re f ′(z) > 1 + 2(1− λ)(log 2− 1), z ∈ D.
Implication (3.5) is stronger than the implication (3.6), since for λ < 1 we have

1 + 2(1− λ)(log 2− 1) < λ.
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