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Abstract. In this work, Extreme Learning Machine (ELM) algorithm is 

used to estimate the GDP per capita. The amount of electricity production, 

from four different sources, is chosen as input parameters. To find out the most 

relevant input data for a reasonable estimation of GDP, different sources 

introduced separately to ELM. By following the coefficient of determination 

of estimation, by trial and error, results are obtained. The residuals are also 

given to show that model perform well. Renewable energy sources produce the 

best results in the estimation of GDP.  

1. Introduction 
 

Gross domestic product (GDP) which is mostly related to the economic 

development of a country is an important monetary metric to measure eco- nomic 

growth. There are many factors affect GDP hence many types of research which 

aim to understand and show a correlation between GDP and some input 

parameters, mainly economic parameters, such as production, industry, etc. [1, 

2], and non-economic parameters such as education, health, number of scientific 

paper, etc. [2].  

The amount of electricity produced by the country from different sources, 

particularly for developed countries, is an excellent candidate to use as the input 

parameter to estimate the GDP [3]. Because there are a considerable number of 

parameters which can be used as input, it may be difficult to choose the most 

relevant and proper ones for a good estimation. Moreover, the relation between 

input and output mostly has a nonlinear structure [4].  

In the literature, there is a huge number of researches in different disciplines 

which purpose is to extract information from a data set to predict the future and 

find out relations hidden in the data by using machine learning and statistic 

techniques in the last decades. Before naming this discipline as data mining, by 

using classical statistical inference, mostly there is a scientific method which 

drives the process. However, in the real-world examples, the most process 

includes many different and uncertain number of variables and also there is no 

specific method to model the process. For this reason, it is the most significant 

point to decide the number (and the source) of parameters which are relevant 

(sometimes hidden variables) or exogenous parameters for the case. To collect 

and save the data and to reduce the computation time, it must be known not only 
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which parameters but also how many are leading indicators of the process.  

The well-known conventional neural network implementations consume lots of 

time because of slow gradient-based algorithms and updating all parameters at 

every iteration. At this point, soft computing introduces some advantages when 

it is not known internal parameters of the system, and there is no analytical 

approach through lack of a driving mechanism of the process. For this reason, to 

apply soft computing methods to introduce a better solution.  

This research aims to investigate the relation between the amount of electricity 

production, from four different sources, and GDP per capita. Extreme Learning 

Machine (ELM) [5] algorithm is used to estimate GDP. The input data are 

obtained from the World Bank Database [6] including 38 countries starting from 

the year 1960 to 2017. The amount of electricity production is used as input data 

for ELM to estimate GDP.  

The graphical structure of the Extreme Learning Machine algorithm, based on 

Single-Layer Neural Networks, is given in Figure 1. Here ꞷ is the weight vector 

between the hidden nodes and input nodes,  β is the weight vector between output 

and hidden nodes. 

 

Figure 1. A schematics representation of ELM. 

 

The underlying structure of the relations between electricity production and GDP 

may provide an opportunity for constructing better energy policies. Besides 

estimating the GDP, it is also important to forecast the electricity demand for 

future planning [7].  

2. Model 
 

In this work, the aim is to use well-known learning algorithm ELM method [5] 

to understand the relationship between the amount of Electricity production and 

GDP per capita. Secondly, it is also necessary to specify the number of the most 

relevant input parameters, source of electricity production, to get the best 

estimation result for an output parameter, GDP.  
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In the literature, there is much research which investigates the relation between 

some parameters and GDP. In [2] the effects of scientific and techno logic factors 

are studied. Prediction of economic development by considering energy 

resources is discussed in [8]. Also, the comparison of two methods, ELM and 

Back Propagation, are investigated in [9]. Even though it is trendy and studied 

by using many different mathematical models, such as ANN, Backpropagation, 

linear regression, it is still essential and needs to identify which input parameter 

is relevant for estimation of GDP, especially when there is no information about 

how and which parameters will be considered.  

In this work, the amount of electricity production from four different sources, 

coal, gas, petrol, renewable, are used as input parameters of ELM method to 

estimate the GDP per capita. The inputs are introduced in sequence, and 

coefficients of determination, R2 of estimating are recorded. By using the trial-

and-error method the most relevant input parameters are determined. In Table 3 

the results are introduced. We interpret the input which result in the best R2 

includes the most valuable data.  

 
3. Result and Discussion 

 
In this work, the ELM method is used to estimate the GDP. The amount of 

electricity production, from four different sources, are used input values. First to 

understand the individual contribution, each production type is introduced ELM 

separately and results, showing the coefficients of determination for ELM are 

given in Table1. It is seen that the amount of renewable energy production, 

excluding hydroelectric and including geothermal, solar, tides, wind, biomass 

and biofuels, is the leading indicator (most relevant input parameter) to estimate 

GDP. Gas stands for the second useful input variable. As well as to interpret this 

situation is out of this work, it can be said that some approaches for preserving 

the environment might be more considered in developed countries.  

 

Table 1. Coefficient of determination for ELM. 
 

Source R2 Train R2 Test 

Coal 0.961 0.899 

Gas 0.975 0.917 

Petrol 0.912 0.871 

Renewable 0.898 0.948 
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a) Coal sources 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

b) Gas sources 
 

Figure 2. Prediction of GDP by using ELM from a) coal b) gas sources. 
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a) Petrol sources 

 
 

b) Renewable sources 

Figure 3. Prediction of GDP by using ELM from a) petrol b) renewable sources. 

 

Fig.2 and Fig.3 show the graphical representations of prediction of GDP by 

considering the amount of electricity production from, coal, gas, renewable and 

petrol sources, respectively. Fig.4 shows the same situation when all different 

sources are considered as a single input to estimate GDP.  
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In each graphic, the left figure shows the prediction and the right one shows the 

residuals. The residuals, difference between the observed value and the estimated 

value, are also considered in this work to have a sense of how accurate our model 

is by relating the amount of electricity production to GDP. Also, residual plots 

show that our model, with chosen inputs, perform well.  

 

Figure 4. Prediction of GDP by using ELM from all (coal + gas + petrol + renewable) 

sources. 

3. Conclusions 
 

It is a leading problem to choose the most related features of the systems. The 

success of traditional methods depends on the selection of the best parameters to 

describe the system. For many systems it is not possible to define the best 

parameters clearly. For that purpose, we used EML structure to understand the 

relationship between GDP values of countries and energy consumption.  Because 

EML needs less time for computation and provide accurate results than 

conventional methods, it is mainly used for classification, regression, forecasting 

and many other problems in different disciplines.   
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