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Abstract: In this paper, an investigation of a performance of population size on the genetic algorithm (GA) for a knapsack problem is
considered. Population sizes between 10 and 200 chromosomes in the population are tested.

In order to obtain meaningful information about the performance of the population size, a considerable number of independent runs of
the GA are performed. Accurate model parameters values are obtained in reasonable computational time. Further increase of the
population size, does not improve the solution accuracy. Moreover, the computational time is increased significantly.
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1 Introduction

Genetic Algorithms (GA) have been studied to solve different problems since they are effective in solving problems that

are non-linear and multiple objective problems. [8] applied Genetic Algorithms to a problem in assembly line balancing

problem with parallel Workstation.

H.N.Al-Duwaish, [9] used a genetic algorithm to a linear dynamic systems with static nonlinearities. Genetic Algorithms

approach was also used by [10] for the identification of time delay. Genetic Algorithm consists of different parameters

which are population, crossover, mutation and generation.Different researchers has contributed immensely on the

different parameters in genetic algorithms.

M.Arndt and B.Hitzmann, [11] on their paper titled ”feed forward feedback control of glucose concentration during

cultivation of Esherichia coli” suggested that a small population size can lead the algorithms to a poor solutions.

C.R.Reeves, [1] use small population in genetic algorithm.He observed that small population could result to a local

optima solution of the problem. V.K.Koumousis and C.P.Katsaras, [3] combined the effects of variable population size

and reinitialization in order to enhance the performance ofpopulation in genetic algorithm.

O. Roeva [2], in his paper emphasized that population size influence the quality of the optimal solution. He then

explained that more research should be done for the GA parameter(population).

The main purpose of this research is to investigate the performance of genetic algorithms on Knapsack problem.

Knapsack problem is an NP hard problem and the decision problem.
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2 Preliminaries

In this section, the model and theoretical background of 0-1knapsack problem and the genetic algorithms were introduced.

2.1 Knapsack problem

In the Knapsack Problem (KP), each itemx j has a profitp j . Eachx j has a weightwj that depends on the knapsackj . A

selected object must be in all knapsacks.

The objective in KP is to find a subset of objects that maximizethe total profit without exceeding the capacity of the

knapsack. The equation (1) below can also be formulated as a Knapsack Problem(KP) as follows.

Maxx

n

∑
j=1

p jx j (1)

S.t
n

∑
j=1

wjx j ≤C (2)

wherep=Profit,w=weight,n=number of items from which to choose,x= 0,1, j = 1 to n.

2.2 Theoretical background of genetic algorithms(GA)

Genetic Algorithm (GA) is a model adaptation of genes in the body. It consists of representing x and y chromosomes as

a binary strings (0 or 1) and also using crossover and mutation operation as being use in genetics. The following are the

parameter used in genetic algorithms.

(i) Population: Is the combination of various chromosomes.In chromosomes, each gene controls a particular

characteristic of the individual, The genes are represented as 0 or 1. In a chromosome, the genes are represented as

in figure below.

Fig. 1: Binary representation of chromosomes.

(ii) Crossover: Crossover operators is used to divide a pairof selected chromosomes into two or more parts. It consists of

combining the chromosomes of two parents to produce a new offspring (child). Example of a single point crossover

is given below
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Parent 1 1 0 1 1 0 0 1 0  1 0 1 1 0 1 1 1 Child 1 

      

Parent 2 1 0 1 0 1 1 1 1                   1 0 1 0 1 0 1 0 Child 2 

 

Fig. 2: Single Point Crossover.

(iii) Mutation: Is the changing of chromosomes. A commonly used method for mutation is shown below.The shaded

region changes from 0 to 1 or vice versa
 

 

Parent 1 1 0 1 1 0 0 1 0  1 0 1 1 0 1 1 1 Child 1 

      

Parent 2 1 0 1 0 1 1 1 1                   1 0 1 0 1 0 1 0 Child 2 

 

Fig. 3: Single Point Mutation.

(iv) Fitness evaluation of population: fitness function quantifies optimality of chromosome.

(v) Ranking of Chromosome: It consists of a ranking of the best chromosome from the population.sum of ranks is

computed and then selection probability of each individualis computed as below:

rsumi =
ngen

∑
i=1

r i, j (3)

PRANKi =
r i, j

rsumi
(4)

wherei varies from 1to ngen,rsumi =sum of ranks in the generation,r(i, j) =rank of jth individual in ith generation

for rank selection andngen=number of generation.

(vi) Survival Selection: Is the selection of the higher fitness value.

3 Results

Computational results are performed using Intel(R) Pentium(R) Dual CPU T3200 @ 2.00GHz, 3067MB Memory and

MATLAB 7.9.

A series of numerical experiments are performed on the population size in GA using different population size range from

10 to 200. We also use a mathematical model of equations 1 and 2which consists of 20 dimension problem [12] and

varies the population size on it. The number of generation (iteration) is fixed at 200. The GA parameters used in this

paper are in section 2.2. The GA algorithms were run ten times.

Table 1 below shows the algorithms run of the objective function, population size, average and standard deviation while
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Table 2 shows the computational times for each run of the population size, mean and standard deviation. We observed

from table 1 that increase the size of the population from 10 to 100 chromosomes improves the objective function value

from 987.8-1023.8 but further increases of the population does not increase the value of the objective function. From

Table 2 there was a significant increase in computational time without improving the value of the Objective function

from 100-200 chromosomes.

Table 1: Performance of objective function.

Population Size Objective function
Average(Avg) Standard Deviation(Std)

10 987.8 23.0497
30 1004.2 15.6901
50 1006.7 14.3453
60 1014.8 10.4754
80 1018.5 5.1908
90 1017.1 8.4123
100 1023.8 0.6325
120 1023.7 0.6749
150 1023.9 0.3162
200 1024 0.0000

Table 2: Performance of computational time

Population Size Computational time
Average(Avg) Standard Deviation(Std)

10 0.1814 0.0092
30 0.2845 0.1462
50 0.3316 0.1134
60 0.3190 0.0247
80 0.4012 0.0568
90 0.4695 0.0635
100 0.4285 0.0279
120 0.5240 0.1479
150 0.5775 0.0334
200 0.6324 0.0324

For a better illustration of the numerical results, the Figure 4 shows the algorithm run, population size and Objective

function while Figure 5 is the population size, algorithm run and computational time.The Figure 4 illustrated that increase

in the population size result in an acceleration of the objective function from the population size of 10 to 100 and further

increases in the population size from 100 to 200 does not increase the optimal solution. Moreover, in Figure 5 increase in

the population size result in an accelerating increase in the computational time.
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Fig. 4: 3D graph of objective function. Fig. 5: 3D graph of computational time.

4 Conclusion

Genetic Algorithms is a meta-heuristics approach to solve Knapsack Problem. In this paper, the performance of one of

key GA parameters (population size) on the GA performance, is studied. As a test problem, the Knapsack problem model

is considered. Different population sizes(10 to 200) of theGA are explored. Thus, accurate model parameters values

are obtained with reasonable computational efforts. We observed that the use of smaller populations resulted in a lower

accuracy of the solution, obtained for a smaller computational time. The further increase of the population size increases

the accuracy of the solution. The use of larger populations does not improve the solution accuracy but only increase the

needed computational resources.
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