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Abstract: This article is devoted to implement variational iteratinethod (VIM) for solving nonlinear partial differential egtions.
This method is based on the use of Lagrange multiplier fortileation of optimal value of a parameter in a functiondtisTprocedure
is a powerful tool for solving large amount of problems. WsWiM, it is possible to find a sequence of functions which enges to
the exact solution or an approximate solution of the probl@or emphasis will be on study the convergence of the praposthod.
Convergence analysis is reliable enough to estimate thénmiax absolute error of the solution given by VIM.
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1 Introduction

Many different methods have recently introduced to solvenlinear problems ], [11]), such as, VIM
([2]-[3], [71-[18]), Adomian decomposition method, and homotopy pertudmathethod (12], [15]). VIM is strongly
and simply capable for solving a large class of linear or imealr differential equations without the tangible resiic
of sensitivity to the degree of the nonlinear term and alseduces the size of calculations besides, its interactoas
direct and straightforward.

The main aim in this work is to effectively employ VIM to estsh exact solutions of nonlinear partial differential
equations (NPDEs) and study the convergence of the mettiodudrantee this study we present example of NPDE
(Burger’s equation).

2 Analysisof the VIM
To illustrate the analysis of VIM, we limit ourselves to cader the following nonlinear differential equation in thgoe:
Lu+Ru+N(u)=0, Q)

with specified initial conditions, wheleandR are linear bounded operatorsi.e., it is possible to find rensry, mp > 0
such thaf|Lu|| < my]|u||, ||RU]| < my||u||. The nonlinear ternMN(u) is Lipschitz continuous withN(u) — N(v)| < m|u—
v|,vt € J=0,T], for any constantn > 0.

The VIM gives the possibility to write the solution of Edy) (with the aid of the correction functional:

t
up:up,1+/0 A(T)[Lup—1+R0p_1+N(lp_1)]dT, p>1 2
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It is obvious that the successive approximatiapsp > O (the subscripp denotes the'™ order approximation), can be
established by determinin’g, a general Lagrange multiplier, which can be identifiedroptly via the variational theory.
The functionup is a restricted variation, which mead&, = 0. Therefore, we first determine the Lagrange multipkier
that will be identified optimally via integration by partsh& successive approximatiams p > 1, of the solutioru will be
readily obtained upon using the Lagrange multiplier olgdiand by using any selective functiof The initial values of
the solution are usually used for selecting the zeroth apmrationup. With A determined, then several approximations
up, p > 1, follow immediately. Consequently, the exact solutioryrba obtained by using.

u= pIJILnoo Up. 3)

In what follows, we will apply VIM to Burger’s equation to iktrate the strength of the method and to establish exact
solutions for this nonlinear problem.

Now, to illustrate how to find the value of the Lagrange muikip A, we will consider the following case, which
dependent on the order of the operdtan Eq.(1). We study the case of the operato+ ait (without loos of generality).

Making the above correction functional stationary, andaig thatddp = 0, we obtain:

0Up,1
ot

it
Sup = 5up,1+5/0 A 4 Riip_1+ N(Cip_q)]dT

t.
— SUp_ 1+ [A(T) OUp 1] et — /O A(1)[3Up_1]dT =0,
wheredly is considered as a restricted variation iy = 0, yields the following stationary conditions:
AMT)=0,  1+A(D)|r==0. @)

The first equation in4) is called Lagrange-Euler equation and the second equatif#) is called natural boundary
condition, the Lagrange multiplier, therefore, can be ilgadentified:

Alr)=-1
Now, the following variational iteration formula can be aisted:
t
Up = Upfl—/o [Lup-1+Rup-14+ N(up-1)]dt. (5)

We start with an initial approximation, and by using the abderation formula §), we can obtain directly the other
components of the solution.

3 Convergence analysisof VIM

In this section, the sufficient conditions are presenteditrantee the convergence of VIM, when applied to solve NPDEs
where the main point is that we prove the convergence of digrence sequence, which is generated by using VIM.

Lemmal.let A:U — V be a bounded linear operator and lét,} be a convergent sequence in U with limit u, then
up — uin U implies that Aup) — A(u) in V.
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Proof. Since
[[Aup — Aully = [[A(up — u)[Iv < [|Al] [[up— ul|u,

hence:
. - < . B .
'LIII ||‘ ‘up / ‘UHV = H‘ ‘” ‘-!)"Im”up UHU = Oa

implies that A(up) — A(u).

3.1 Uniqueness theorem

Theorem 1. The nonlinear probleml) has an unique solution, whenevex a < 1, where,a = (my+m)T, where the
constants mand m are defined above.

Proof. We will consider the case, which depends on the order of tleeatprL in the Eq.(Q), i.e., we study the case of the
operatolL = ait (without loos of generality). Therefore, the solution of.@q can be writhen the following form.

u= f(x) - L [Ru+N(u)],

where the functiorf (x) is the solution of the homogeneous equatian= 0, and the inverse operatbr! defined by

L1() = ().

Now let, u andu* be two different solutions to (1) then by using the above tigonawe get.
t
u=u= = [ [R(u=u)+N(W) N |t
t
0
< (mplu—u*[+mju—u )T

< / [IR(U=u")[+ [N(u) = N(u)[]dt

<alu—u',
from which we ge{1— a) |u—u*| < 0. Since 0< a < 1, then|u— u*| = 0 implies,u = u* and this complete the proof.

Now, to prove the convergence of the variational iteratiattrod, we will rewrite the equatio®)in the operator form as
follows.
Up = Alup-1], (6)

where the operatdk takes the following form:

A[u]:—./:[Lu—FRquN(u)]dT. 7

3.2 Convergence theorem

Theorem 2. (Banach'’s fixed point theoremAssume that X be a Banach space and¥A— X is a nonlinear mapping,
and suppose that
[|AlU] —AM[[ <yllu=V][, VuveX, (8)

(© 2017 BISKA Bilisim Technology


www.ntmsci.com

(_/
56 BISK A R F Al-Bar: Application variational iteration method Wistudying the convergence to nonlinear PDEs

for some constant= (a + mT) < 1. Then A has an unique fixed point. Furthermore, the sequéassipng VIM with
an arbitrary choice of y € X, converges to the fixed point of A and

yq
||Up—Uq||§1Ty||U1—UO||- 9)
Proof. Denoting(C[J],||.||) Banach space of all continuous functionslwith the norm defined by:
()] = maxf t)].
We are going to prove that the sequefiog} is a Cauchy sequence in this Banach space,
[[up— Ugll = rpea}x| Up — Ug |

t
= rpea}x| - /0 [L(up-1—Ug-1) + R(Up-1—Ug-1) +N(Up-1) — N(Ug—1) ] dT]|

t
< TG%X/O [IL(Up—1—Ug-1)| + [R(Up-1— Ug—1)| + [N(Up-1) — N(ug-1)|]dT

t
< rpea}x/o [(my+mp +m)(up_1—Ug—1)]dT

< Vlup-1— Ug-al]-
Let, p=qg+ 1then
Ug+1— Ugll < [|Ug—Ug-1]l < V*[|Ug-1—Ug2]| < ... <V*[|us—uo].
From the triangle inequality we have
||up — Ug|| < ||ug+1— Ugl| 4 [[Ugs2— Ugsaf [ + .. + [[up— Up-1]]

<Yy P ug — g
<YL+ Y+ VP + YR  Jug — o]

1—yP0a-1
R T

1y J [Juy — Uol|.

Since 0< y < 1 50,(1— y?P~9) < 1 then:

yq
Up — Ugl| < ——||U1 — Ugl||.
10— el < 7 — o]

But||u; — Ug|| < o s0, ag]— o then||up — ug|| — 0. We conclude thafu,} is a Cauchy sequence@iJ] so, the sequence
converges and the proof is complete.

3.3 Error estimate

The maximum absolute error of the approximate solutigio problem () is estimated to be:
max|Uexact— Up| <B, (10)
ted

where

VAT [(my +mp) [[Uo| | + K]
1-y

B=

k = max|N(ug)|.
, nax|N(uo)
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Proof. From Theorem 2 and inequalitg)we have
yq
Up—Ugl| < ——|lug—u
lup = tell < 7= Il el
asp — o thenup — Uexactand

t
U — o[ = rpgx] 7/0 [Luo+ R+ N(ug)] dT

t
< rpea}x/o [|Luo| + |Rw| 4 [N(uo)|]dt

< T [(mg 4 myp) [uol| + K],
so, the maximum absolute error in the interdad:
||Uexact* Up|| = rpe%x Uexact — Up| <B.
This completes the proof.

For more about the convergence of VIM, sed&f[[[18]).

4 Numerical example

Consider the following one-dimension Burger’s equation:
U + Ul = Uy, (11)
with an initial condition 1 «
0)==(1-t =)).
u(x,0) = 5(1—tanh(3))
To solve Eq.L1) by means of VIM, we construct a correction functional whiehds
t ~ ~ ~
Up+1(X,t) = up(x,t) +/O A(T)[Upr + Gplipx — Gpxx] AT, p> 0. (12)
Making the above correction functional stationary, andaiog thatdou(x,0) = 0, we obtain

t

= OUp+ [A(T)OUp|r=t — fé)\ (1)[0up]dT = 0, whered(, is considered as a restricted variation id&lp = 0, yields the
following stationary conditions .
A(1)=0, 1+4A(17)[t=t=0. (13)

The Lagrange multiplieA, therefore, can be readily identified

A(T)=-1
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Now, the following variational iteration formula can be ainted:

t
We start with an initial approximationg(x,t) = u(x,0), and by using the above iteration formulb4), we can obtain
directly the other components as

Uo(x,t) = %(Ltanr(g)),
(1) = to(xt) — (5 5ech(3),

2

Uz(X,t) = ug(X,t) — (175_t36(6+t+6005fﬁg)),

secﬁ(%)tanl‘()—z(),

In order to verify numerically whether the proposed methHodgplead to higher accuracy, we can evaluate the numerical
solutions using = 2 terms approximation. Table 1 shows the difference betweeanalytical solution and the numerical
solution at the value df= 0.5. We achieved a very good approximation with the actualtgsiwf Eq.(L1) by using two
terms only of the iteration equation derived above. It iglent that the overall errors can be made smaller by adding new
terms of the iteration formula. The numerical approximasdows a high degree of accuracy and in most caéet),

the p-term approximation is accurate for quite low valueppthe solutions are very rapidly convergent by utilizing VJIM
The numerical results obtained justify the advantage sfitiethod, even in the few terms approximation is accurate.

Table 1: Comparison between the exact solution & the approximatgisaol.

X Up Uexact |Up — Uexacf
1.0 | 0.407383| 0.407333| 5.00073e-05
15 | 0.348690| 0.348645| 4.52270e-05
2.0 | 0.294251| 0.294215| 3.60271e-05
2.5 | 0.245110| 0.245085| 2.48932e-05
3.0 | 0.201827| 0.201813| 1.40846e-05
3.5 | 0.164522| 0.164516| 5.08692e-06
4.0 | 0.132963| 0.132964| 1.48126e-06
4.5 ] 0.106685| 0.106691| 5.66538e-06
5.0 | 0.085091| 0.085099| 7.87967e-06

It must be noted that VIM used here gives the possibility aioting an analytical satisfactory solution for which the
other techniques of calculation are more laborious andgbelts contain a great complexity.

From the above solution process, we can see that the appteisolutions converge to its exact solution relatively
slowly due to the approximate identification of the mulgplilt should be specially pointed out that the more accurate
the identification of the multiplier, faster the approxiinas converge to its exact solutions.

5 Conclusion

In this paper, the He’s variational iteration method hasnbg#ccessfully applied to find the solution of NPDEs. The
presented example shows that the results of the proposdtbdhate in excellent agreement with those of Adomian
decomposition method. In our work, we used the Mathematick&ye. An interesting point about VIM is that only few
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iterations or, even in some special cases, one iteratiad, tte exact solution or solution with high accuracy. The main
merits of VIM are:

(1) VIM overcomes the difficulties arising in calculationAflomian’s polynomials in ADM.

(2) VIM does not require small parameters which are needeéiturbation method.

(3) No linearization is needed; the method is very promidimgsolving wide application in nonlinear differential
equations.
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