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Abstract— Oscillatory neural nets needs energy efficient neurons and 
synapses in its hardware implementation, as a candidate, Magnetic 
Tunnel Junctions (MTJ), which are known energy efficient devices [1-3], 

can be functioning as a neuron or synapse in a neural net. In this work, 
we have proposed a Phase Locked Loop (PLL) based 
Oscillatory Neural Network (ONN) for binary image 
recognition. The ONN architecture is proposed and possible 
design aspects are presented. The response time of the network 
may be faster with respect to the operating frequencies of the 
STO. 
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1 .  I N T R O D U C T I O N  

HE  era of quantum-inspired devices and cognitive brain-

based computing, such as pattern recognition applications, 

has become an interesting area of research. In such a 

calculation, the basic structure consists of neural networks that 

mimic the cognitive functions of the brain. These networks are 

composed of neurons and synapses, known to be energy 

efficient devices in their hardware implementation, such as 

MTJ, known to be efficient energy devices [1-3], as well as a 

neuron. or synapse in a neural network. Many different 

architectures have been proposed as a neural network [1-6]. 

However, physically, the phase relationship between neurons 

and synapses [6] was attracted by a network of neurons, 

oscillating neural network (ONN), exploiting the synchronous 

oscillatory behavior of neurons for image segmentation [1.6]. 

The ONNs were developed [1] and [4-9] in these designs, a 

neuron modeled as a locked phase (PLL). 

In this work, we have proposed a new architecture based on 

MTJ devices as an oscillator that is a spin torque oscillator 

(STO) and whose increased phase stability of the PLL using 

frequency dividers differs from [1]. 

2 .  O S C I L L A T O R Y  N E U R A L  N E T S  

STOs is composed of a perpendicular free layer, an in-plane 

pinned layer, and a barrier layer, as shown in Fig.1. The 

maximum power of the STO is reported in [10], and we 

modeled STO in Verilog-AMS by modifying given a model in 

[12], while capturing the dynamic behavior of an STO via the 

LLGS equations [11], and the parameters of the STO are taken 

from [10]. STO is a microwave signal source in a proposed  

PLL structure. The oscillation gain for different biasing 

currents is given in Fig.2. 
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Fig.1. The physical layer structure of STO. 
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 Fig.2. The gain of STO with different biasing currents.  
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Fig.4. The proposed PLL is as a neuron. 

In the proposed PLL, the design comprises a phase-frequency 
detector, a loop filter, a voltage-current converter and the 
STO, illustrated in Fig.4.  The structure of the neural net 
proposed in [4,6], illustrated in Fig.5. The main concern is that 
the image recognition is associated with the synchronization 
of the neurons [6]. 
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Fig.5. The proposed PLL is as a neuron [4]. 
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3 .  C O G N I T I V E  P E R C E P T I O N  

The ONN architecture project was first proposed by 
Izhikevich in [4] and the first use of STOs in [1]. The 
complexity lies in the architecture because each neuron is 
represented by a single PLL, as shown in Fig.5. To train the 
synaptic weights of the ONN are applied by a Hebbian 
learning rule [4].  To test the proposed network, a possible test 
architecture structure is in Fig.6 and also the possible test 
images are given in Fig.7a and in Fig.7b, and in the training 
and identification setup 10x6 three binary images, proposed in 
[1,5], can also be used. 

 

 
Fig.6. The ONN architecture [1]. 
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Fig.7. a) Training data and b) distorted image for the recognition [1]. 

4 .  C O N C L U S I O N S  

In this work, we have proposed a PLL based ONN for binary 
image recognition. The ONN architecture is proposed and 
possible design aspects are presented. The response time of the 
network may be faster with respect to the operating 
frequencies of the STO. 

A C K N O W L E D G M E N T  

This work is part of a project that has received funding from 

the TUBITAK-BIDEB 2214/A. 

R E F E R E N C E S  

[1] C. M. Liyanagedera, K. Yogendra, K. Roy, D. Fan,  “Spin torque nano-

oscillator based Oscillatory Neural Network” in Neural Networks 

(IJCNN), 2016 International Joint Conference on. IEEE, 2016, pp. 
1387–1394. 

[2] K. Yogendra, D. Fan,  K. Roy, “Coupled spin torque nano oscillators 

for low power neural computation”, IEEE Transactions on Magnetics, 
Vol.51, No.10, 2015,  pp.4 003 909–4 003 909. 

[3] A. Sengupta, P. Panda, P. Wijesinghe, Y.  Kim, K.  Roy, (2016). 

“Magnetic tunnel junction mimics stochastic cortical spiking neurons”, 
Scientific Reports, Vol.6, 2016, p.300039. 

[4] F. C. Hoppensteadt, E. M. Izhikevich, “Pattern recognition via 

synchronization in phase-locked loop neural networks” IEEE 
Transactions on Neural Networks, Vol.11, No.3, 2000, pp.734-738. 

[5] D. E. Nikonov, G. Csaba, W. Porod, T. Shibata, D. Voils and et. al.,D, 

“Coupled-Oscillator Associative Memory Array Operation for Pattern 
Recognition”, IEEE Journal on Exploratory Solid-State Computational 

Devices and Circuits, Vol.1, 2015, pp.85-93.  

[6] T. C. Jackson, T. A. A. Sharma, J. A. Bain, J. A. Weldon, L. Pileggi,  
“Oscillatory neural networks based on TMO nano-oscillators and multi-

level RRAM cells”, IEEE Journal on Emerging and Selected Topics in 

Circuits and Systems, Vol.5, No.2, 2015, pp.230-241. 
[7] D. Terman, D. L. Wang, “Global competition and local cooperation in a 

network of neural oscillators”, Physica D: Nonlinear Phenomena, 

Vol.81, No.1-2, 1995, pp.148-176. 
[8] J. Cosp,  J. Madrenas, “Scene Segmentation Using Neuromorphic 

Oscillatory Networks”, IEEE Transactions on Neural Networks, 

Vol.14, No.5, 2003, pp.1278-1296. 
[9] D. Wang, D. Terman, “Locally Excitatory Globally Inhibitory 

Oscillator Networks”,  IEEE Transactions on Neural Networks, Vol.6, 

No.1, 1995, pp.283,286. 
[10] S. Tamaru, H. Kubota, K. Yakushiji, S. Yuasa, A. Fukushima, 

“Extremely Coherent Microwave Emission from Spin Torque 

Oscillator Stabilized by Phase Locked Loop”, Scientific Reports, Vol.5, 
2015, p.18134. 

[11] J. C. Slonczewski, “Current-driven excitation of magnetic multilayers”, 
Journal of Magnetism and Magnetic Materials, Vol.159, No.1-2, 1996, 

pp.L1-L7. 

[12] X. Fong, S. H., Choday, P. Georgios, C. Augustine, K. Roy,  Purdue 
Nanoelectronics Research Laboratory Magnetic Tunnel Junction 

Model, 2014,  https://doi.org/doi:/10.4231/D33R0PV04. 

B I O G R A P H I E S  

Mesut Atasoyu  received MSc. diploma in Electronic  Engineering from the 
Istanbul Technical University in 2014,. His research interests are analog and 
digital vlsi systems and cognitive computing. 
 
Serdar Ozoguz received his BSEE, MSEE and PhD degrees in Electronics 
Engineering from Istanbul TechnicalUniversity in 1991, 1993 and 2000 
respectively. Since 2009, he is working as a full professor in Istanbul 
Technical University. His research interests include analog circuit design,  
chaotic circuits and chaos applications. Serdar Ozoguz has become a recipient 
of the Young Scientist Award of the Scientific and Technical Research 
Council of Turkey in 2004 and the Outstanding Young Scientist Award of the 
Turkish Academy of Sciences in 2002. 

 
 
 
 
 


