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 In this paper it is aimed to determine which of the protein features or attributes is the most 

significant for classification of proteins according to their folds. Proteins in the database used in 

this study are represented by six feature groups called attributes and by a 125-dimensional feature 

vector. The representation of proteins with very high dimensional vectors such as 125 causes 

increasing computational load of the classification process and extending the process time. In this 

study “dimension reduction” solution is offered for this negative situation. Hence, with two 

different approaches, the features and attributes having high classification performance are 

determined. In the first approach, which attribute gives higher performance is determined by 

testing separately each of the six attributes. In the second approach, the most significant of the 125 

features are determined using Divergence Analysis method. In this study, a classic classifier KNN 

(K-nearest neighbor) and artificial neural network models GAL (Grow and Learn) and SOM (Self-

Organizing Map) networks are used as classifier and classification performance is analyzed for 

reduced dimension datasets. 
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1. Introduction 

Proteins are essential and large biological 

macromolecules that regulate necessary parts of living 

organisms to control all their living functionalities [1]. 

Proteins having same or similar shape in a given locus 

perform the same or similar functions. Structural 

comparison and classification of proteins is therefore have 

a great importance in terms of computational biology [2]. 

Information on all known proteins is stored in the Protein 

Data Bank [3]. Currently (December 31, 2018) has 

147,610 protein structures experimentally identified in this 

database, and this number is increasing every month by 

adding an average of 800 new molecules. Thus, many 

similar structures are formed in this database. The 

comparison and classification of protein structures is also 

important in this respect. SCOP (Structural Classifications 

of Proteins) [4] provides comprehensive evolutionary and 

structural relationships among all known proteins [5]. 

Proteins are divided into four main structural classes 

according to the components of the secondary structure; 

all-alpha, all-beta, alpha/beta and alpha+beta; and 

according to SCOP, these four main classes are divided 

into folds, folds are divided into superfamilies, and 

superfamilies are divided into families. Folds represent the 

3D shape of proteins and because of that the protein 

structure defines the protein function. Therefore, 

classifying proteins according to their folds is an important 

issue for structural biology. 

There are many studies in the literature about proteins. 

Over the past 30 years, a wide variety of research has been 

conducted on the classification of protein folds. In these 

studies, classifiers such as artificial neural networks [5-

12], Bayesian classifiers [13], k-nearest neighbors [14-17], 

support vector machines [18-20] were used as well as 

ensemble classifiers [1,21-30] using more than one 

classifier were used. In all these studies, different methods 

were used to classify the proteins at the fold level, among 

which only [8,26,30] tested separately the feature groups 

used in the classification of proteins. 

One of the earliest studies on classifying protein at the 

fold level was performed by Reczko and Bohr [6]. Reczko 
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and Bohr used a special feed-forward artificial neural 

network model called Cascade-Correlators. In 1999 

Dubchak et al. developed a new computational method 

based artificial neural network to assign the protein 

sequence to a fold class in SCOP [5]. In 2001 Edler et al. 

[7] conducted a study showing the role and consequence 

of statistical methods in predicting protein fold classes. In 

the same year, Ding and Dubchak [8] applied support 

vector machines and artificial neural networks as the 

primary classifier to recognize protein folds. In these 

studies, Ding and Dubchak used a dataset, which they had 

generated in previous studies [5], containing 27 protein 

folds. This dataset contains a total of 694 proteins, 311 in 

the training set and 383 in the test set. Bologna and Appel 

used an ensemble of four-layer Discretized Interpretable 

Multi-Layer Perceptron [9] and used the dataset formed by 

Ding and Dubchak [8]. In 2003, Huang et al. [31] proposed 

a hierarchical learning architecture that separates proteins 

into four structural classes; as a second step, they tried to 

solve 27-class protein fold classification problem using 

MLP, GRNN, RBFN and SVM classifiers. In 2004, Okun 

[14] used a modified nearest neighbor algorithm called the 

K-Local Hyperplane Distance Nearest Neighbor. In 2005, 

Chinnasamy et al. [13] presented a system called TAN 

(Tree-Augmented Network) and based Bayesian Network 

for classification problem. In the same year, Huang et al. 

[11] used a hierarchical learning architecture based on 

artificial neural networks, in which the attributes were 

selected during learning to classify proteins at the fold 

level. In 2006 Nanni [22,23] used two different ensemble 

classifiers. Shen and Chou [15] developed a hybrid 

classifier called OET-KNN (K-Nearest Neighbor 

Optimized Evidence Theoretic) and they tested it on the 

27-class dataset used in [8]. In 2007, Chen and Kurgan 

[24] proposed PFRES method for classifying protein folds 

with an automatized way. Shamim et al. [20] used a SVM-

based classifier. Motivated by Shen and Chou, Guo and 

Gao [25] proposed a new hierarchical composite classifier 

called GAOEC (Genetic Ensemble Classifier Optimized 

Algorithm). A different study on classification of proteins 

at the fold level was also performed by Krishnaraj and 

Reddy [32]. Krishnaraj and Reddy used the AdaBoost and 

LogitBoost methods, which are two different variations of 

Boost algorithms. Later on, Damoulas and Girolami [30] 

used the variational Bayesian approach and the Kernel 

combination methodology for classification. In 2009 Shen 

and Chou [33] used a hybrid classifier; Hashemi et al. [1] 

used MLP and RBF networks; Chen et al. [26] used a new 

approach based on genetic algorithm and Jazebi et al. [12] 

used a fusion method to classify the proteins at the fold 

level. In 2010 Dehzangi et al. applied Random Forest [34] 

and Rotation Forest [35] algorithms; Wang and Gao [36] 

used a two-layer classifier in which OET-KNN is used in 

the first layer and SVM is used in the second layer. 

Motivated by [32,34,35] Dehzangi and Karamizadeh used 

a heterogeneous classifier including LogitBoost, Random 

Forest and Rotation Forest algorithms [37] for protein fold 

classification. In 2012 Suvarnavani et al. [38] applied 

boosting algorithm called SMOTE and used Triangle Sub 

division Method (TSM) to extract the feature set; then used 

a decision tree classifier and obtained 78.25% 

classification accuracy. In 2013 Bae et al. [39] tried to 

solve the classification problem by using multi-class linear 

decomposition analysis method. One of the recent studies 

on this area has been studied by Lin et al. [28]. They 

applied K-means clustering algorithm in their study. To 

the best of our knowledge the most recent study in the 

literature has been made by Aram et al. [29] in 2015. Aram 

et al. used a two-layer classification framework (TLCF) 

and a mixture of MLP, RBFN and Rotation Forest 

algorithms for classification of protein folds. 

The studies mentioned above and available in the 

literature tried to solve protein fold classification problem. 

Only three of these studies [8,26,30] have evaluated the 

feature groups separately to classify the proteins according 

to their folds.  

In this study, three different classifiers, KNN, SOM and 

GAL, are used to classify proteins at the fold level. In 

addition, in this study, the feature groups (attributes) are 

evaluated individually in order to determine the most 

significant attributes for protein fold classification. Also 

the Divergence Analysis method is used to array the 

features according to their effectiveness and determine the 

most significant features for protein fold classification. 

Thus, in the literature, the feature size in the dataset which 

is frequently used in the classification of proteins is 

reduced to a value lower than 125 and the computation 

load is reduced, therefore the computation time is reduced. 

In Section 2 Materials and methods are introduced. In 

Section 3 experiments and performances are presented and 

conclusions are brought in Section 4. 

 

2. Materials and Methods 

2.1 Dataset and Features 

The dataset used in this paper was taken from [8] and still 

available at http://ranger.uta.edu/~chqding/bioinfo.html. The 

original training and test sets have 311 and 383 proteins, 

respectively. This dataset consists of 27 folds. These folds 

are shown in Table 1.  

To cope with the fold classification problem, Ding and 

Dubchak formed the following six attributes from protein 

sequences; amino acid composition, predicted secondary 

structure, hydrophobicity, normalized van der Waals volume, 

polarity and polarizability [8]. Of the above six attributes, 

only amino acid composition has 20 components, each 
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component states the occurrence frequency of one of the 20 

native amino acids in a given protein. The other five 

attributes have 21 components.  

The occurrence frequencies of the 20 native amino acids in a 

particular protein form the components of the composition 

vector of that protein. The 20 amino acids are denoted with 

letters in alphabetic order each one is represented as AAi .     

 

Table 1. The 27 protein folds, structural classes and the number of 

proteins contained in training and test sets [8] 

 

The number of occurrences of AAi in the given sequence is 

shown as ni (i=1,2,…,20). Then, the components of the 

composition vector are introduced as: 

 
𝑛1

𝐿
,
𝑛2

𝐿
, … 

𝑛19

𝐿
,
𝑛20

𝐿
 

(1) 

 

where, L denotes the length of the sequence [24]. 

Three identifiers are calculated for each of the five 

attributes; composition (C), transition (T) and distribution 

(D). Composition introduces the histogram related to the 

three groups in a protein. Transition shows the percent 

frequencies related to the change between the groups. 

Distribution indicates the distribution of the attributes in the 

sequence. For each of these five attributes, totally 

3(C)+3(T)+5×3(D)=21 scalar components are formed. As a 

result, the dimension of feature vector is 125 [5]. 

 

2.2 K-Nearest Neighbor Algorithm 

K nearest neighbor algorithm is a supervised learning 

method usually used to classify any data and its 

implementation is simple. In this method, the distances 

between the samples in the training set and the samples in the 

test set are calculated one by one. After the distances have 

been calculated, the closest K neighbors to the one whose 

class is to be specified is determined. The class of the sample 

being tested is determined by the majority method [40]. If the 

number of samples related to the class is in the majority in K 

neighbors, the class of tested protein is determined as the 

class of the majority. Different distance metrics can be used 

in the KNN method and the user usually defines the value of 

K from small positive integers. In this study, Euclidean 

metric was used as distance metric. For the K constant, 

several different values have been tested in order to evaluate 

the classification performance, for example 1, 3, 5, 7 and 9 

values for K constant are tested, but for the K=3 value a high 

classification performance has been achieved. 

 

2.3 Self-Organizing Maps 

SOM, a model of artificial neural networks and using 

the unsupervised learning method, was developed in 

1982 by Tuevo Kohonen [41]. SOM uses competitor 

learning algorithm indicated in [42]. In this way, the 

neurons of the network compete each other to become 

active and ultimately only one neuron win the race. 

Here, the basic goal is to transform adaptively the n-

dimensional input space into two-dimensional map of 

the output nodes (see Figure 1). After training is 

completed, a label is assigned to the nodes with a 

labeling method. 

In this method, jth node (wj) is in the output layer 

and input vector x is in the input layer. The distance 

between the jth node and x is calculated as follows: 

 

𝑥 = [𝑥1, 𝑥2, … , 𝑥𝑛]𝑇  ;  𝑤𝑗 =  [𝑤𝑗1, 𝑤𝑗2, … , 𝑤𝑗𝑛]
𝑇

                                                              (2) 

𝐷𝑗 = ∑ (𝑥𝑖 − 𝑤𝑗𝑖(𝑘))
2𝑛

𝑖=1
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1 Globin-like 

all-α 

13 6 

2 Cytochrome c 7 9 

3 DNA-binding 3-helical bundle 12 20 

4 4-helical up-and-down bundle 7 8 

5 4-helical cytokines 9 9 

6 Alpha; EF-hand 6 9 

7 Immunoglobulin-like β-

sandwich 

all-β 

30 44 

8 Cupredoxins 9 12 

9 Viral coat and capsid proteins 16 13 

10 ConA-like lectins/glucanases 7 6 

11 SH3-like barrel 8 8 

12 OB-fold 13 19 

13 Trefoil 8 4 

14 Trypsin-like serine proteases 9 4 

15 Lipocalins 9 7 

16 TIM-barrel 

α/β 

29 48 

17 FAD (also NAD)-binding 

motif 

11 12 

18 Flavodoxin-like 11 13 

19 NAD(P)-binding Rossmann-

fold 

13 27 

20 P-loop containing nucleotide 10 12 

21 Thioredoxin-like 9 8 

22 Ribonuclease H-like motif 10 12 

23 Hydrolases 11 7 

24 Periplasmic binding protein-

like 

11 4 

25 Β-grasp 

α+β 

7 8 

26 Ferredoxin-like 13 27 

27 Small inhibitors, toxins, 

lectins 

13 27 



 

 

 

 
Figure 1. SOM network structure 

 

where n shows the dimension of feature vector.  

The weights of the output node and its neighbors are 

updated as follows. 

𝑤𝑗𝑖(𝑘 + 1) = 𝑤𝑗𝑖(𝑘) + 𝜂(𝑘). (𝑥𝑖 − 𝑤𝑗𝑖(𝑘))                                                              (3) 

  

Here, η is learning rate and k is the number of iterations. The 

details of training algorithm of Kohonen’s SOM network can 

be seen in [42]. 

2.4 Grow and Learn Network 

In grow and learn (GAL) network [43], class boundaries 

are determined by the closest distance measure. The 

distances between the input vector and all the nodes in the 

network are calculated. The class of the input vector is 

determined as the class of the network node closest to this 

vector. The number of nodes in the network is automatically 

determined and updated during training if necessary. The 

network grows when it learns and becomes smaller when it 

forgets. 

The structure of the GAL network is shown in Figure 2. 

The GAL network consists of two layers. The structure of 

the nodes in the network is expressed by the following 

equations. 

𝐷𝑗 = ∑ (𝑥𝑖 − 𝑤𝑗𝑖)
2𝑛

𝑖=1
 

                               𝐸𝑒 = {
1,
0,

     𝐷𝑒=𝑚𝑖𝑛
𝑗 (𝐷𝑗)                           

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                          
(4) 

𝑇𝑒𝑐 = {
1,
0,

𝑖𝑓 𝑒 𝑖𝑠 𝑎𝑛 𝑒𝑥𝑒𝑚𝑝𝑙𝑎𝑟 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠 𝑐

𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

𝐶𝑐 = ∑ 𝐸𝑒·𝑇𝑒𝑐

𝑒

 

 

Ee is the output of the nodes in the first layer, and Tec is the 

link coefficient that indicates the OR operation that takes 

only 0 or 1 values. 

The first layer is used to find the minimum distance 

between the node weights and the input vector, while the 

second layer is used to define the class to which the nodes in 

the network belong. The weights in the second layer initially 

have a value of 0, which is 1 during training. The second 

layer is used to logically OR the outputs of the same class. 

The most important property of the GAL network is that 

the number of nodes can be automatically specified 

depending on the structure of the problem (distribution of 

classes) during training. The structure of the GAL network is 

highly dependent on the order of the input vectors initially 

given to the network. There are nodes in the network which 

are meaningful before, but which have lost meaning with the 

addition of new nodes to the network. These nodes created 

during the training algorithm are removed from the network 

by the forgetting algorithm. 

The purpose of the forgetting algorithm is to find nodes 

that do not affect the success rate of the network when it is  

Figure 2. GAL network structure 

 

removed from the network and to remove those nodes from 

the network. The training and forgetting algorithm of the 

GAL network [44] is described in detail. 
 

2.5 Divergence Analysis 

Divergence analysis is applied to select the best features 

that do not degrade performance in the desired number of all 

the features used in problems with two or more classes. In 

divergence calculations, within-class scatter matrix and 

between-class scatter matrix are used as criteria for class 

separation [45]. 

The selection of the best d feature subset (d < n) from n 

attributes can be done by Divergence Analysis. For example, 

in this method, firstly one most effective attribute is 

determined from n features. This feature is a feature that will 

be placed in the d element final set. After the most effective 

feature is found, second most effective feature is determined 

among the remaining (n-1) features so that these two features 

maximize the separability criterion. This process continues 

until the d elementary feature set is obtained.  

 

2.6 Performance Analysis 

In this paper, to improve the performance, OvO (One-

versus-Others) method was used with KNN, GAL and SOM 
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networks. This method is used in multi-class problems and 

transforms K-class problem into a two-class problem. One 

class contains all the proteins belonging to the i-th fold that 

are labeled as positive, and the other class contains all other 

proteins that are labeled as negative. Thus K binary 

classifiers are constructed to predict the protein folds.  

In the tests for classifying the protein at the fold level, to 

calculate individual fold success rate (IFSR), the sensitivity, 

which is mostly used in the literature, was used as seen in 

Equation (5). 

 

𝐼𝐹𝑆𝑅 =
∑ 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

∑ 𝑇𝑟𝑢𝑒 𝑃𝑠𝑖𝑡𝑖𝑣𝑒+ ∑ 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
                                                               (5) 

 
  

In order to calculate the overall success rate (OSR), the 

sensitivity formula is generalized for the 27 fold class and the 

overall success rate is calculated as seen in Equation (6). 

𝑂𝑆𝑅 =
∑ 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒27

𝑛=1

∑ 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒27
𝑛=1 +∑ 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒27

𝑛=1
                                                              

(6)  

 

  

3. Experimental Results 

In the first experiment, KNN classifier was tested for the 

K=3 value to determine the most significant attribute for 

protein fold classification. For this purpose, firstly only C 

(amino acid composition) attribute was used, namely the 

feature vector only consisted of C attribute and the number 

of feature vector components was 20. Then S and other four 

attributes were used individually to determine which 

attribute is more effective; and the number of feature vector 

components were 21 for these five attributes. The 

classification performances obtained for these tests are 

shown in Table 2. The last column in Table 2 demonstrates 

the results with the contribution of all six attributes. 

According to Table 2 the most significant attribute is C; 

and the second most significant attribute is S. 

In the second experiment, SOM network was used. To 

train SOM network 15×15 neurons was used; and the 

neighborhood spread was selected as σ=1, learning rate was 

determined as η=0.5 , lastly iteration number was defined as 

λ=3000. For each test the average performance over 50 runs 

is reported. In the last experiment GAL network was used as 

classifier to determine the most significant attribute for 

protein fold classification. In the test process, iteration 

number was determined as 1500. For each test the average 

performance over 50 runs is given. The results related to 

performance of SOM and GAL networks are shown in Table 

3 and 4, respectively. 

According to Table 3 it is observed that attribute C is the 

most effective and S is the second effective attribute for fold 

classification. Same conclusions can be made for Table 4. 

 

 

Table 2. Performance of KNN for each attribute at 27-class protein 

fold classification 

 F
o
ld

 

C
 

S
 

H
 

P
 

V
 

Z
 

A
ll

 

1 83.3 66.6 66.6 66.6 50 33.3 50 

2 33.3 22.2 33.3 22.2 11.1 22.2 33.3 

3 35 35 35 20 25 25  40 

4 37.5 12.5 25  25  25 25 25 

5 77.7 66.6 33.3 55.5 33.3 44.4 66.6 

6 33.3  0 22.2 11.1 0  0  0 

7 40.9 31.8 31.8 31.8 38.6 36.3 43.1 

8 16.6 33.3 8.3 16.6 33.3 16.6 25 

9 53.8 15.3 30.7 23 38.4 46.1 46.1 

10 33.3 16.6 0 16.6 16.6 16.6 16.6 

11 12.5  0 25 37.5 50 37.5  25 

12 10.5 21 15.7 26.3 21 26.3 21 

13 50 50 25 25 50 50 25 

14 50 25 25 25 25 25 25 

15 42.8 28.5 28.5 57.1 14.2 28.5 42.8 

16 75 70.8 45.8 52 56.2 56.2 81.2 

17 50 66.6  33.3 33.3 25 33.3 50 

18 23 38.4 15.3 23 15.3 15.3 23 

19 29.6 22.2 25.9 22.2 22.2 11.1 18.5 

20 41.6 25 50 58.3 33.3 41.6 41.6 

21 25 37.5 25 37.5 12.5 25 25 

22 41.6 50 50 33.3 50 50 66.6 

23 57.1 42.8 42.8 42.8 57.1 28.5 57.1 

24  25 50 75 25 75 25 50 

25 25 37.5 12.5 12.5 25 37.5 37.5 

26 25.9 14.8 14.8 25.9 18.5 14.8 14.8 

27 88.8 59.2 25.9 22.2 40.7 18.5 44.4 

S
u

c.
 R

a
te

    

 

44.4 

 

  

37.3 

    

 

30.3 

    

 

31.9 

   

 

  33.2 

    

 

30.5 

   

 

40.5 

 

When considered Table 2, 3 and 4, it can be said that the 

best classification performance is obtained with GAL; and 

KNN algorithm is not very well for protein fold classification.  

Also, SOM has remarkable results for protein 

classification at the fold level. Also, it is obvious that the 

highest success rate can be achieved by the contribution of 

all six attributes. 

Above, to determine the most significant attribute and 

decrease the dimension of the feature vector the feature 

blocks including 20 or 21 features were considered. Here, 

each of the 125 features was individually considered with 

dynamic programming and the divergence values of each 

one was calculated. Then, 125 features were put in order 

according to their significance and; the proteins were 

classified using the best 10, 30 and 50 features with GAL. 

The classifier wasn’t performed for more than 50 features 

because as seen from Table 5 very close classification 

performance (80.9%) to that of Table 4 (81.2%) was 

obtained. Test results are shown in Table 5. 
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Table 3. Performance of SOM for each attribute at 27-class protein 

fold classification 

F
o
ld

 

C
 

S
 

H
 

P
 

V
 

Z
 

A
ll

 

1 100 83.3 83.3 83.3 83.3 83.3 100 

2 77.7 55.5 88.8 88.8 88.8 66.6 88.8 

3 55 50 50 45 45 55 80 

4 87.5 37.5 75 75 75 62.5 87.5 

5 88.8 66.6 77.7 66.6 66.6 66.6 100 

6 55.5 55.5 55.5 33.3 33.3 66.6 66.6 

7 61.3 54.5 54.5 54.5 54.5 59 72.7 

8 50 41.6 41.6  50 50 50 58.3 

9 84.6 61.5 53.8 61.5 61.5 53.8 84.6 

10 83.3 33.3 50 50 50 50 50 

11 62.5 37.5 62.5 62.5 62.5 75 75 

12 52.6 36.8 57.8 47.3 47.3 47.3 52.6 

13 100 50 50 75 75 75 100 

14 100 50 75 50 50 50 75 

15 100 57.1 85.7 71.4 71.4 71.4 85.7 

16 75 68.7 62.5 62.5 62.5 58.3 72.9 

17 66.6 66.6 50 50 50  50 66.6 

18 53.8 46.1 46.1 38.4 38.4 38.4 61.5 

19 66.6 44.4 37 37 37 37 63 

20 75 58.3 58.3 41.6 41.6 58.3 66.6 

21 62.5 87.5 62.5 50 62.5 50 87.5 

22 66.6 66.6 58.3 58.3 58.3 58.3 75 

23 71.4 71.4 71.4 71.4 71.4 57.1 71.4 

24 100    50 100 100 100 75 75 

25 62.5 62.5 37.5 50 50 50 62.5 

26 44.4 55.5 37 44.4 44.4 33.3 55.5 

27 100    74 48.1 48.1 48.1 48.1 100 

S
u

c.
 R

a
te

 

  

 

69.7 

  

 

57.2 

 

 

55.6 

   

 

54.1 

   

 

54.3 

  

  

53.8 

 

 

73.4 

 

4. Conclusion 
In this paper protein fold classification is considered and 

the most significant attribute and features are determined for 

protein classification at fold level. Six attributes are tested 

individually with KNN, SOM and GAL classifiers to 

determine the effectiveness of them. In KNN, examples are 

classified based on the class of their nearest neighbors.  

SOM uses competitive learning algorithm. In this 

algorithm the network neurons compete to be activated and 

eventually only one neuron wins the race. The goal is to train 

the network and to project the high dimensional data on to 

low dimensional map in an adaptive way. GAL is an 

incremental neural network for supervised learning, the 

number of nodes in the network is automatically determined 

and updated during training if necessary. The network 

enlarges when it learns and becomes smaller when it forgets. 

The results show that the amino acid composition (C) 

attribute is the most effective attribute and predicted 

secondary structure (S) is the second most effective one for 

all three classifiers at protein fold classification. C attribute 

gives a reasonable success rate of 71.3% even tested alone 

with GAL. Also it is obtained that GAL has better 

classification performance than SOM and KNN. 

 

Table 4. Performance of GAL for each attribute at 27-class protein 

fold classification 

F
o
ld

 

C
 

S
 

H
 

P
 

V
 

Z
 

A
ll

 

1 83.3 83.3 66.6 100 83.3 83.3 100 

2 77.7 66.6 66.6 66.6 77.7 44.4 100 

3  60 75 50 80 90 40 80 

4 87.5    75 25 100 75 62.5 87.5 

5 100 88.8 55.5 55.5 88.8 77.7 100 

6 66.6 44.4 44.4 55.5 66.6 22.2 77.7 

7 65.9 93.1 65.9 63.6 68.1 63.6 70.5 

8   50 83.3 75 41.6 25 33.3 75 

9 92.3 92.3 76.9 46.1 61.5 53.8 84.6 

10 66.6 16.6 83.3 33.3 66.6 83.3 66.7 

11 62.5 62.5 25 87.5 75 62.5 87.5 

12 36.8 47.3 42.1 47.3 78.9 42.1 52.6 

13 75 100 75 50 50 100 100 

14 75 25 25 25 25 50 75 

15 85.7 57.1 85.7 71.4 71.4 57.1 85.7 

16 79.1 60.4 83.3 79.1 50 79.1 85.4 

17 66.6 75 83.3 75 41.6 50 75 

18 61.5 76.9 84.6 69.2 38.4 30.7 84.6 

19 66.6 40.7 55.5 59.2 44.4 44.4 81.5 

20 83.3 58.3 83.3 66.6 50 100 75 

21 62.5 50 62.5 62.5 62.5 62.5 87.5 

22 91.6 75 75 58.3 66.6 66.6 91.7 

23 85.7 85.7 71.4 85.7 100 71.4 100 

24   75 25 50 100 75 75 100 

25   50 50 62.5 37.5 37.5 37.5 75 

26 51.8 55.5 44.4 48.1 37 25.9 66.7 

27 100 70.3 81.4 51.8 37 33.3 100 

S
u

c.
 R

a
te

 

    

                       

71.3 

   

  

66.6 

  

    

65.3 

     

 

   63.4 

  

     

58.0 

 

     

54.8 

 

             

81.2 

 
 

In addition the effectiveness of the 125 features were 

studied. In order to reduce the feature vector dimension 

divergence analysis was applied. The goal of divergence 

analysis application is that the performance ratio does not 

change. This method computes divergence values of the 

features and sorts them by their importance. Here, after 

divergence analysis, the most significant 10, 30 and 50 features 

were determined, and they were presented to GAL network. For 

the most significant 50 features, 80.9% classification 

performance was achieved, therefore no longer tested. As a 

result, the feature vector dimension was decreased from 125 to 

50 without much decreasing success rate, and so the 

computational load was reduced. 
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In the next step of the study, classification performance 

related to protein folds can be enhanced. The methods can 

be tested on larger datasets. For better results, new features 

and new network structures can be analyzed.  

 

Table 5. Performance of the GAL classifier using different 

dimensional feature vectors formed by divergence analysis 

 

F
o
ld

 N
o
 

D
im

=
1
0
 

D
im

=
3
0
 

D
im

=
5
0
 

1 83.3 100 100 

2 88.8 100 100 

3 75 85  90 

4 87.5 100 87.5 

5 100 100 100 

6 44.4 77.7 77.7 

7 68.1 70.4 70.4 

8 33.3 75  75 

9 69.2 92.3 92.3 

10 66.6 83.3 100 

11 75 87.5 87.5 

12 47.3 68.4 57.8 

13 75 100 100 

14 50 75  75 

15 57.1 71.4 71.4 

16 68.7 87.5 81.2 

17 58.3 91.6 91.6 

18 61.5 76.9 76.9 

19 59.2 74 70.3 

20 58.3 83.3 75 

21 75 87.5 75 

22 83.3 83.3 100 

23 57.1 71.4 100 

24  50 75 100 

25 62.5 75 100 

26 37 59.2 55.5 

27 81.4 88.8 96.2 

Suc. 

Rate 

65.0 80.2 80.9 
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