USING STUDY TIMES FOR IDENTIFYING TYPES OF LEARNERS IN A DISTANCE TRAINING FOR TRAINEE TEACHERS
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ABSTRACT

One focus of distance learning research is to explore the extent that learner characteristics and skills determine learning outcomes and to elaborate predictive models of performance. Modern approaches can benefit from objective data, such as various time indices and frequencies of learner actions, provided by log systems catching online traces to identify learners that are in threat of performance loss. This approach might result in better online diagnostics and intervention methods when the mechanisms behind log data are known. Following this idea, the current study gained objective and subjective study time parameters and explored how study time is connected to learner characteristics and learning by using a script-based modularized distance-training course about media education. Data was collected from 379 trainee teachers. Given a calculated workload of 60-90 min per training module, students were clustered into two groups: learners having spent less than 25 min for at least one of their completed modules (n = 118; short study time group) and learners having spent more than 25 min for each completed module (n = 261; long study time group). The first goal was to investigate the extent that study time is relevant for learning process and success. Groups were compared in their ratings of content difficulty, difficulty of studying, invested effort, and experienced pressure while learning, and their test performance. Differences between groups were found in all variables. The long study time learners experienced less content difficulty, studying difficulty, and pressure while learning, but reported more effort and showed higher performance. The second goal was to explore the effect of learner characteristics on study time. Groups were compared in their domain-specific prior knowledge, intrinsic motivation, computer attitude, computer anxiety, and use of learning strategies. Long study time learners showed a higher level of motivation, competences in metacognitive learning strategies, and strategy use for arranging an adequate learning environment. These findings revealed that study time is indicative of problematic students that could be targets for interventions.
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INTRODUCTION

Distance and online learning research intensively investigates the two major persisting problems of student dropout (e.g., Grau-Valldosera & Mingguillón, 2014; Hart, 2012; Lee & Choi, 2011) and identifying factors that foster successful student learning (Lee & Hao, 2015; Morris, Finnegan, & Wu, 2005; Rowe & Rafferty,
22

SELF-REGULATED LEARNING, LEARNING STRATEGIES, AND MOTIVATION

According to Zimmerman (2000, p. 14), “self-regulation refers to self-generated thoughts, feelings, and actions that are planned and cyclically adapted to the attainment of personal goals.” Self-regulation is commonly considered to be important in multiple areas of human functioning, not limited to learning in academic settings but particularly taken under focus in that area. The core understanding of competent learning was and still is that learners initialize and then adequately use metacognitive, cognitive, motivational, and behavioral skills (Friedrich & Mandl, 1992; McCombs, 2017; Weinstein, Acee, & Jung, 2011). Accordingly, self-regulated learning is also seen as a process that “involves students’ intentional efforts to manage and direct complex learning activities toward the successful completion of academic goals” (Rowe & Rafferty, 2013, p. 590).

Learning Strategies
From Pintrich’s perspective (1999; Panadero, 2017), self-regulated learning includes the use of cognitive, metacognitive, and resource management strategies. Learning strategies are generally defined as activities that learners apply for perceiving, processing, and storing information (Friedrich & Mandl, 1992). Learning strategies are thought to monitor, control, and regulate basic processes for performing a learning task such as the decoding of words and images or eye movement (Weinstein & Mayer, 1986). Strategies of rehearsal, elaboration and organization belong to the category of cognitive strategies, which comprise all basic and complex strategies of processing information (Pintrich et al., 1993; Weinstein et al., 2011). Rehearsal strategies subsume activities that enable retention of information in memory. Rehearsal increases the likelihood of shifting information from working memory into long-term memory. The effectiveness of rehearsal strategies might not only be due to sheer repetition but also due to a prolongation of information...
availability for—maybe even unconscious—elaboration processes. Elaboration strategies aim at actively integrating new information with prior knowledge. Organizational strategies are essential for learning with complex and voluminous presentations. Learners reduce information, structure information and integrate it by, for example, grouping information. Metacognitive strategies comprise the planning, monitoring, and regulation of cognitive processes (Pintrich, 1999; Griese, 2015), that is, the planning of suitable learning procedures, including the choice of strategies and the monitoring and evaluation of the result of the executed procedures (i.e., correcting the execution of learning strategies and evaluating the approach and achievement of objectives), and the regulation of the procedural flow, including interventions for corrections. A precondition for successful metacognitive strategies is that learners possess knowledge about learning strategies and the conditions in which they can be adequately applied. Resource management comprises self-management strategies, which generally support learning and shield against various external disturbances and influences (Friedrich & Mandl, 1992). Strategies of self-motivation, time planning, attention control, warding off alternative behavioral impulses, and creating a supporting learning environment belong to this category. The management of effort and attention is especially seen as an important factor.

Numerous studies have found that self-regulated learning is significantly connected to (academic) performance (e.g., Agustiani, Cahyad, & Musa, 2016; Azvedo & Cromley, 2004; Khatib, 2010; Kitsantas, Winsler, & Huie, 2008; Musso, Kyndt, Cascallar, & Dochy, 2012; Lynch, 2006; Namlu, 2003; Schwartz, Andersen, Hong, Howard, & McGee, 2004; Song, Kalet, & Plas, 2016). Self-regulated learning is also considered a key component of successful online learning (Barnard, Lan, To, Paton, & Lai, 2008; Delen, & Liew, 2016; Lawanto, Santos, Lawanto, & Goodridge, 2014; Rowe & Rafferty, 2013). Understanding self-regulated online learning is even more important, because online learning environments set especially high demands on self-regulation skills to succeed in learning. In the context of online and distance learning, management skills significantly predicted dropout (Lee, Choi, & Kim, 2013; Stiller & Bachmaier, 2017a), especially managing time effectively (Hatt, 2012; Hoose, 2007; Ivanova, & Stick, 2007; Lee & Choi, 2011; Osborn, 2001; but not Lee, Choi, & Kim, 2013; Shin & Kim, 1999) and having comfortable conditions for studying (Castles, 2004; Osborn, 2001; Stiller & Bachmaier, 2017a, 2017b; but not Lee, Choi, & Kim, 2013; Shin & Kim, 1999). Management skills and particularly managing time and effectively organizing learning were shown to be significant predictors of learning achievement (e.g., Shin & Kim, 1999; Tsai & Tsai, 2003; Yukselturk & Bulut, 2007).

**Surface and Deep Learning Approaches**

In this context of self-regulated learning and learning strategies, deep and surface learning approaches are discussed, which are characterized by motives and strategies (Lee, 2013). Learning approaches are not considered learner characteristics but instead intentionally adopted behavioral patterns of the learner. These approaches refer to usage patterns of learning strategies that learners exhibit while performing a specific learning task (Lee, 2013). Correspondingly, learners performing surface-learning approaches are more likely guided by extrinsic motives and strive for passing a course with minimal effort, whereas learners performing deep-learning approaches are more likely guided by intrinsic motives and strive for comprehension (Baeten, Struyven, & Dochy, 2013; Laird et al., 2014; Lee, 2013). Deep learning approaches were shown to be correlated with higher academic performance, whereas surface learning approaches correlated negatively with academic performance (Lazarević & Trebješanin, 2013). The corresponding pattern of results was also found with online and distance performance (Akcapinar, 2015b; Yurdugül & Menzi Cetin, 2015; Lee, 2013). Considering the two components of learning approaches, that is, motives (deep and surface motives) and learning strategies (deep and surface strategies), similar patterns of correlations with performance have been found for motives and strategies. Deep motives and strategies correlated positively with performance and surface motives and strategies correlated negatively (Akcapinar, 2015b; Lazarević & Trebješanin, 2013; Yurdugül & Menzi Cetin, 2015; Lee, 2013).

**Motivation**

Research on motivation to learn has primarily focused on dropout rates and learning success in distance and online training. Intrinsic motivation refers to doing something because it is inherently interesting or enjoyable, whereas extrinsic motivation refers to behaviors that lead to a separable outcome (Ryan & Deci,
Intrinsic motivation is connected to high-quality learning (Ryan & Deci, 2000; see also results on surface and deep learning), and it might also be a central factor for successful distance learning (Jones & Issroff, 2007). Being more intrinsically motivated might make learners more robust against learning obstacles and thus reduce the likelihood of dropping out compared to less intrinsically or extrinsically motivated students. In relation to course persistence and dropout, motivation is one of the most studied variables, and it appears to be positively correlated with course persistence and negatively correlated with dropout (e.g., Castles, 2004; Chyung, 2001; Grau-Valldosera & Minguillon, 2014; Hart, 2012; Hartnett, St. George, & Drone, 2011; Ivankova & Stick, 2007; Osborn, 2001; Park & Choi, 2009; Parker, 2003). In general, positive correlations between motivation and performance were also reported (Ali & Franklin, 2001; Aragon, Johnson & Shaik, 2001; Artino, 2008; Delialioglu, 2005; Frederickson, Pickett, Shea, Pelz & Swan, 2010; Sankaran & Bui, 2001; Waschull, 2005; Yukselturk & Bulut, 2007). Learners more intrinsically motivated might put more resources into learning and process information more deeply (see also the results on surface and deep learning), thus contributing to a greater likelihood of successfully passing tests (Lazarević & Trebišević, 2013; Lee, 2013; Yurdugül & Menzi Zetin, 2015).

PRIOR KNOWLEDGE, COMPUTER ATTITUDE, AND COMPUTER ANXIETY

Prior Knowledge and Self-Regulated Learning

The level of prior knowledge is known to predict school and academic performance (Hailikari, Katajavuo, & Lindblom-Ylane, 2008; Ley & Young, 1998; Zimmerman & Martinez-Pons, 1986) and in particular influence learning in various instructional settings such as learning with multimedia instructions (Kalyuga, 2007, 2014; Song, Kalet, & Plaa, 2010). In general, possessing prior knowledge is considered a desirable condition for learning (Chi, 2006; Ericsson, 2006). The ability to learn new information is assumed to depend on the quality and quantity of prior knowledge, that is, the knowledge already stored in long-term memory. Learning new information succeeds best when the information can be connected to available knowledge from long-term memory (Van Gog, Ericsson, Rikers, & Paas, 2005). Thus, possessing more prior knowledge allows students to relate new information more easily to the memory stores. Being able to relate new information more easily to prior knowledge and thus to expand knowledge should consequently result in better performance. But research about the expertise reversal effect also revealed instructional conditions that impair student learning despite considerable prior knowledge, although it supported novices (Kalyuga, 2014).

Prior knowledge was shown to affect performance in various educational contexts. The more students knew, the more they gained when studying. Taking the perspective on complex learning environments, such as distance and online learning environments, domain-specific prior knowledge was shown to clearly affect program usage, information processing, and performance (Amadieu, Tricot, & Mariné, 2009; Song, Kalet, & Plaa, 2016). Research on hypertext revealed that prior knowledge has a positive effect on various performance tasks (e.g., Amadieu et al., 2009; McDonald & Stevenson, 1998; Stiller, 2003, 2009, in press), resulting in a positive correlation between prior knowledge and performance (Stiller, 2003, 2009, in press). Research has also shown that prior knowledge (e.g., previous GPA or academic performance) related to student performance and dropout in online and distance learning. The higher the level of prior knowledge, the higher the students' performance, and students with a lower level of prior knowledge were more likely to dropout (Castles, 2004; Cheung & Kan, 2002; Dupin-Bryant, 2004; Jiang, Paaquette, Baker, & Clarke-Midura, 2015; Kneestick et al., 2016; Morris et al., 2005; Osborn, 2001; Shin & Kim, 1999; Stiller & Bachmaier, 2017a, 2017b).

Prior knowledge has also been shown to be connected to self-regulation, that is, higher levels of prior expertise knowledge correlate with higher levels of self-regulation skills (Chi, 2006; Ericsson, 2006; Hailikari et al., 2008; Plass, Kalyuga, & Leutner, 2010). Thus, prior knowledge and self-regulation separately contribute to explaining learning performance, but their impact on performance has been rarely investigated
together in research (Song et al., 2016). In a recent study, Magno (2016) reported high multiple correlations of prior knowledge and self-regulation skills with academic performance in various subjects, but the details of the calculated regression analyses were not reported. The findings are not clear as to the extent that each of the seven self-regulation strategies and three prior knowledge aspects contributed most to the prediction of performance. Moreover, the regression analysis seems to be inadequately used for the sub-samples under focus (10 multiple correlations were calculated for 10 high schools, but in two instances the number of students in the sub-sample was less than the number of predictors (= 10), and in four instances the number of students in the sub-sample was less than double the number of predictors (< 20). Another recent study by Song et al. (2016) found no relationship between prior knowledge and self-regulation but significant effects of prior knowledge and self-regulation on medical clerkship students’ performance.

**Computer Anxiety, Computer Attitude, and Self-Regulated Learning**

Computer anxiety is considered a trait comprising affective aspects, such as feelings of anxiety, and cognitive aspects such as worrisome thoughts (Richter, Naumann, & Horz, 2010). Attitudes are mostly viewed as being composed of affective, conative, and cognitive components (Richter et al., 2010). From a cognitive perspective, attitudes are often conceptualized as beliefs, which are organized in topics. Therefore, for distance and online learning, focusing on computer attitudes, conceptualized as a belief about the computer being useful as an instrument for working and learning that develops through self-experience (Richter et al., 2010), might be informative. Computer anxiety and computer attitude are considered to influence self-regulated learning, especially learning strategy usage. Given that computer anxiety and computer attitudes have been shown to be highly correlated (e.g., Stiller & Köster, 2017), rationales for explaining effects on self-regulated learning are also highly overlapping.

The empirical literature has often investigated the relation between computer anxiety and computer attitudes with performance and also learning systems and computer usage by focusing on the influence of computer self-efficacy as an intermediate variable (e.g., Desai, 2001; Hauser, Paul, & Bradley, 2012; Saadé & Kira, 2009; Sam, Othman, & Nordin, 2005). The prevailing underlying assumption is that computer anxiety and computer attitude directly influence self-efficacy, which then directly influence the system usage and performance. In other words, only an indirect negative effect on course usage and performance by anxiety and attitudes were assumed (Desai, 2001; Hauser, Paul, & Bradley, 2012; Saadé & Kira, 2009; Sam, Othman, & Nordin, 2005). In this context, negative attitudes and a considerable level of computer anxiety might lead to a lower level of self-efficacy and hence to surface learning or inadequate usage of learning strategies. The adequate use of learning strategies is widely known to be correlated with positive computer attitudes and lack of computer anxiety (Wong, Ibrahim, & Ayub, 2012). For example, Tsai and Tsai (2003) showed that higher order metacognitive skills (e.g., monitoring comprehension, selecting main ideas, and resource management according to Weinstein & Palmer, 1990) were correlated with more positive computer attitudes and lower computer anxiety, Usta (2011) reported positive correlations between online self-regulated learning and attitudes towards the internet, attitudes towards web-based education and attitudes towards computers for university students taking a web-based training, and Wong et al. (2012) found positive correlations of computer attitudes with motivation (resource management) and self-regulation skills (e.g., time management, information processing, selecting main ideas and test strategy according to Weinstein & Palmer, 1990). The correlation between self-regulated learning and computer anxiety was also demonstrated in older studies. Rakes (1992), for example, found that self-directed learners possessed less computer anxiety, and Namlu (2003) showed that a strategy training for students attending a computer programming language course also reduced computer anxiety.

Few studies have focused on how computer anxiety affects distance training dropout and persistence (e.g., Long et al., 2009; Stiller & Köster, 2016; Stiller & Bachmaier, 2017a, 2017b). Long et al. (2009) investigated a training course for employees of a Midwest-based landscaping company in the U.S. and found no differences between dropout students and training completers. In contrast, Stiller and Köster (2016)
reported a higher level of computer anxiety with dropout employees compared to persisting employees, but later studies revealed no differences between dropout and persisting students in a distance teacher-training
environment about media education (Stiller & Bachmaier, 2017a, 2017b). Analogously, only a few studies
have investigated the effects of computer attitudes on learning performance. The focused attitudes
comprised, for example, attitudes towards computers, e-learning, internet use, information technology, and
technology use. These studies reported that negative attitudes had negative effects and positive attitudes had
positive effects on the usage of a training environment and dropout and persistence rates (Bernard et al.,
2004; Stiller, 2009, 2015b; Stiller & Köster, 2016; but not Stiller & Bachmaier, 2017a, 2017b). Stiller
(2009, 2015b) also showed that negative attitudes interact with the type of presentations used in a learning
environment and how the learners navigated through the environment.

**USAGE DATA OF ONLINE LEARNING ENVIRONMENTS, STUDY TIME AND LEARNING**

Usage data of an online learning environment can inform educators about various aspects of learning,
especially performance and threat of student dropout (Akcapinar, 2015b; Akcapinar et al., 2015; Kinnebrew
et al., 2013; Jiang et al., 2015; Lile, 2011; Morris et al., 2005; Rafaeli & Ravid, 1997; Siemens & Baker,
2012). For example, usage patterns gained by log file analyses could be related to level of performance
(Akcapinar et al., 2015; Jiang et al., 2015; Morris et al., 2005; Rafaeli & Ravid, 1997) and surface and deep
learning approaches (Akcapinar, 2015b, 2016). Akcapinar et al. (2015), for example, considered the
following usage variables: number of logins, total time spent in the learning environment, number of posts,
number of tags used in posts, number of other students’ posts viewed, number of other students’ posts
assessed, number of discussion section views, number of responses to other students’ questions in the
discussion section, number of questions and answers viewed, and number of assessments of questions in the
discussion section. The indicators, which could be used for analyses, depend on the online learning
environment and the user actions that can be performed (Akcapinar, 2015b; Akcapinar et al., 2015; Jiang
et al., 2015; Lile, 2011; Morris et al., 2005; Rafaeli & Ravid, 1997; Siemens & Baker, 2012). Studies have
shown that a less intensive usage reflected by low numbers of events (e.g., logins, posts) and short event
times (e.g., total time spent in the online environment) correlated with a surface learning approach and a
lower level of performance, and a more intensive usage correlated with a deep learning approach (Akcapinar,
2015b, 2016) and a higher level of performance (Akcapinar, 2015b, 2016; Akcapinar et al., 2015; Morris
et al., 2005; Rafaeli & Ravid, 1997).

Among the usage-pattern variables, various time measures were shown to be indicative of learning
approaches and level of performance (Akcapinar, 2015b, 2016; Akcapinar et al., 2015; Jiang, et al., 2015;
Morris et al., 2005; Shin & Kim, 1999). Morris et al. (2005) already concluded that the time spent on the
learning task is important for successful online learning (besides frequency of participation). This conclusion
is supported in the literature (Akcapinar, 2015b, 2016; Akcapinar et al., 2015; Jiang, et al., 2015; Lawanto
et al., 2014; Morris et al., 2005; Shin & Kim, 1999). Some studies, however, have also shown that the time
spent with specific information or actions might be more indicative of successful learning than the overall
time spent on studying (e.g., Jiang et al., 2015). This distinction is based on the fact that overall study time
is an aggregate of various partial durations of studying different types of information or other types of actions
in an educational environment. Thus, time measures are only indicative of successful learning when time
measures are correlated with effective and efficient learning processes.

**RESEARCH OBJECTIVES AND EXPECTATIONS**

The aim of the study was to profile different groups of students based on their study time of distance training
modules. Therefore, students were first clustered according to their study times (fast vs. slow) of the training
modules. Then these clusters were compared on the experienced difficulties of content and learning, the
invested effort, experienced pressure while learning, and performance. This first step was expected to show
that usage groups defined by study times are meaningful entities and differ in learning experience and performance. Then the study-time clusters were compared on the learner characteristics of learning strategy usage, domain-specific prior knowledge, and computer attitude and computer anxiety. Clusters were also compared in reference to their demographic characteristics. This second step was expected to show that usage groups are meaningful entities and differ in relevant individual characteristics that influence distance learning.

**METHODOLOGY**

**Sample**
The data of 379 of the 575 trainee teachers who registered for a distance training about media education in the German federal state of Bavaria were used for this study; 196 trainee teachers dropped out of the training before completing any module. Trainee teachers were recruited by promoting the distance training via flyers that were provided to all primary schools, secondary general schools, intermediate schools, and grammar schools in Bavaria (details about the German classification of schools can be found in Federal Ministry of Education and Research, 2016). The students of the sample had completed at least one of the eight modules of the distance training by taking the final module test; none of the 196 excluded trainee teachers completed any of the final module tests. The mean age of trainees was 26.62 years ($SD = 3.19$, range from 22 to 49 years, $n = 378$). Most trainees worked in intermediate and grammar schools (35.62% and 28.23%), followed by primary and secondary general schools (22.16% and 13.46%). Only two trainees worked in other school types (0.53%).

**Description of the Distance Training**
The training was based on a modular design and instructional texts. Students could learn at their own pace and at any time; they could freely decide how many of the modules they wanted to study and in which sequence. The starting point of the training was a Moodle course portal. It consisted of nine modules, an introductory module, and eight modules about media education (e.g., Where to find what in the Web - useful web search, Risks and dangers for children and adolescents in the web, Reading, what else? - Reading as a key to media literacy). The introductory module provided information about the training content, the technical requirements, the course organization, and distance learning skills. Each course module was linearly structured with six sections:

- The module profile provided an overview about the content and introduced the teaching objectives.
- Then, a case example of a real-life problem was presented.
- A test of domain-specific prior knowledge was used for activating prior knowledge and providing the student with feedback about their level.
- The instructional part comprised an instructional text and optional supporting material.
- A questionnaire about studying the module was provided.
- A final performance test evaluated learning success and provided feedback.

The workload for studying a module was estimated to take 60 to 90 minutes, which sums to 8 to 12 hours for the whole course. Students were supported via email, chat, and phone for questions about content or difficulties in understanding aspects of the training and for assisting with managing the organization and technology. Response to email was given within a few hours including evenings and weekends. Chat and phone consulting was provided during office hours (announced at least four weeks in advance) in the afternoon and on Saturday.

**Procedure and Measurements**
The training was offered during a Bavarian school year lasting from October 2009 to July 2010. Any interested trainee teacher could register. The first login directed students to the introductory module that
could be worked through voluntarily. Whether or not the introductory module was studied, the students were asked to complete the first online questionnaire when leaving the module. Students were asked to provide demographic information and to rate various statements assessing the learner characteristics in focus. After completion, the eight distance-training modules were accessible. A prior-knowledge test was placed at the beginning of a module and a final module test at the end. Before taking the final module test, students were questioned about how they experienced studying the module. A student could provide up to eight data sets, one for each module.

The first questionnaire comprised the measurements of the following learner characteristics (see all items and measurement scales in the appendix):

- The intrinsic motivation to participate in the distance training was measured by the Interest/Enjoyment scale of the Intrinsic Motivation Inventory (Ryan et al., 1982).
- Computer attitude was assessed by the scale “Personal experience/learning and working/autonomous entity” of the Questionnaire for the Content-Specific Measurement of Attitudes toward the Computer (Richter et al., 2010). The items of the scale are statements about the personal experience with using the computer as a means for learning and working. The negative component of computer attitude (i.e., the sense of the computer being regarded as an uncontrollable machine) was examined (Richter et al., 2010).
- Computer anxiety was assessed by the scale “Confidence in dealing with computers and computer applications” of the Questionnaire for the Content-Specific Measurement of Attitudes toward the Computer (Richter et al., 2010).
- Skills in using learning strategies were assessed by adapting three scales of the Questionnaire for Measuring Learning Strategies of Students (Wild & Schiefele, 1994): metacognitive learning strategies (planning, monitoring, and regulating), time management strategies, and strategies to arrange an adequate learning environment.

Individual scores of the above listed learner characteristics were calculated as means of scale items. This procedure resulted in scores ranging from 1 to 5. A higher individual score expresses a higher level of the learner characteristic except for computer attitude, which indicates a low negative attitude (a higher score could be vaguely interpreted as a “positive” attitude).

The module questionnaires comprised four subjective ratings of various learning aspects.

- The effort put into learning by the students was measured by the Effort/Importance scale of the Intrinsic Motivation Inventory (Ryan et al., 1982).
- The pressure experienced by the students while learning was assessed by the Pressure/Tension scale of the Intrinsic Motivation Inventory (Ryan et al., 1982).
- Difficulty of contents was rated by a one-item measure often used for measuring intrinsic cognitive load against the background of cognitive load theory (de Jong, 2010).
- Difficulty of studying was also rated by a one-item measure often used for measuring overall cognitive load against the background of cognitive load theory (de Jong, 2010).

Individual scores were calculated as means of the module scores (from one to eight module mean scores). Per module, the module scores of the multiple-item scales (i.e., Effort/Importance and Pressure/Tension) were calculated as the mean of items. The single-item difficulty measures were used as rated. This procedure resulted in individual score range of 1 to 5. A higher individual score expresses a higher level of invested effort, experienced pressure and tension while learning, content difficulty, and studying difficulty.

During each module, prior knowledge was also assessed with a 5-item, multiple-choice test and performance with a 15-item multiple-choice test (including the five items of the pre-test). Each item comprised four answers of which at least one was correct. Prior-knowledge and performance scores were calculated as percent
correct. Multiple-choice tests were considered to be appropriate instruments for measuring learning success, because the training was intended to provide factual knowledge. Like the individual scores of the module ratings, the individual prior-knowledge and performance scores were calculated as means over the available completed modules.

RESULTS

Two groups were formed from the 379 students who completed at least one of the modules’ final tests (successfully or not) based on (1) study time of modules, (2) self-reported study time, and (3) proportion of short versus long study time. The criteria are described in the following paragraphs.

- Objective study time measure of modules: The time period between completing the prior knowledge test and starting the final module test was used as an indicator of study time of modules. This period was only valid when learning continued after completing the prior knowledge test. Objective study time measures should be reliable for detecting short study times by comparing measured time periods to a set criterion, even when learning breaks are included in the measure. The criterion to classify study time per module as short or long was set to 20 min. This criterion was chosen, because a successful completion of any module was calculated with a workload of 60 to 90 min and 20 min or less could be seen as a very fast work-through of modules.

- Self-reported study time of modules: Objective study time measures are not reliable measures when periods are longer. When learners download a module script after completion of the prior knowledge test and study the script at various times throughout a long period, this measure is not reliable. For example, some registered measures were even as long as weeks, which likely included numerous breaks. Accordingly, when the objective registered period exceeds 30 min. in this study, the self-reported study time was used as an indicator of study time with the criterion set to 25 min. We assumed that students could reliably rate short study times.

- Proportion of short to long module study times: Learners having studied at least one of the studied modules with a short study time were classified as short study time learners, otherwise learners were classified as long study-time learners.

This process resulted in a group of 261 long study time learners who completed all of their studied modules with an estimated study time of more than 25 min and a group of 118 short study time learners who completed at least one module with an estimated study time of less than 25 min. About 41% of the short study-time students studied most of their modules fast, about 47% of the students studied more of their completed modules above 25 min, and about 12% studied as many modules in a short study time as in a long study time.

<table>
<thead>
<tr>
<th>No. of successful modules</th>
<th>No. (%) of short study-time students</th>
<th>No. (%) of students with only short study times</th>
<th>No. (%) of students with more short than long study times</th>
<th>No. (%) of students with equal short and long study times</th>
<th>No. (%) of students with more long than short study times</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4 (3.39)</td>
<td>4 (14.81)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>11 (9.32)</td>
<td>9 (33.33)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>9 (7.63)</td>
<td>4 (14.81)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5 (4.24)</td>
<td>2 (7.41)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>9 (7.63)</td>
<td>2 (7.41)</td>
<td>1 (4.55)</td>
<td>1 (7.14)</td>
<td>5 (9.09)</td>
</tr>
<tr>
<td>5</td>
<td>2 (1.69)</td>
<td>1 (3.70)</td>
<td>1 (4.55)</td>
<td></td>
<td>5 (9.09)</td>
</tr>
<tr>
<td>6</td>
<td>5 (4.24)</td>
<td>2 (9.09)</td>
<td>1 (7.14)</td>
<td></td>
<td>2 (3.64)</td>
</tr>
<tr>
<td>7</td>
<td>5 (4.24)</td>
<td>1 (4.55)</td>
<td></td>
<td></td>
<td>4 (7.27)</td>
</tr>
<tr>
<td>8</td>
<td>68 (57.63)</td>
<td>5 (18.52)</td>
<td>17 (77.27)</td>
<td>5 (35.71)</td>
<td>41 (74.55)</td>
</tr>
</tbody>
</table>
First, no differences were found between the study time groups on age and type of school (see Tables 2 and 3), but differences were found for gender and the number of successfully completed modules (for the analysis, the categories of 0-3 and 4-7 completed modules formed one group each). The long study-time students mostly completed only one or two (59.08%) or all modules (48.28%) but rarely three to seven modules (11.12%). The short study-time students also mostly completed all modules (57.63%) but showed no clear pattern for completing a specific number of modules when all eight were not completed. The proportion of male students was higher in the short study time group.

Table 2. The demographic characteristics of the trainee teachers.

<table>
<thead>
<tr>
<th></th>
<th>No. (%) of studying students</th>
<th>No. (%) of short study-time students</th>
<th>No. (%) of long study-time students</th>
<th>( \lambda^2 )</th>
<th>df</th>
<th>( p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>379 (100.00)</td>
<td>118 (31.13)</td>
<td>261 (68.87)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>279 (73.61)</td>
<td>78 (66.10)</td>
<td>201 (77.01)</td>
<td>4.98</td>
<td>1</td>
<td>.026</td>
</tr>
<tr>
<td>Male</td>
<td>100 (26.39)</td>
<td>40 (33.90)</td>
<td>60 (22.99)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of school</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary school</td>
<td>84 (22.16)</td>
<td>25 (21.19)</td>
<td>59 (22.61)</td>
<td>1.85</td>
<td>4</td>
<td>ns</td>
</tr>
<tr>
<td>Secondary school</td>
<td>51 (13.46)</td>
<td>14 (11.86)</td>
<td>37 (14.18)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intermediate school</td>
<td>135 (35.62)</td>
<td>46 (38.98)</td>
<td>89 (34.10)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grammar school</td>
<td>107 (28.23)</td>
<td>33 (27.97)</td>
<td>74 (28.35)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other than listed</td>
<td>2 (0.53)</td>
<td>2 (0.77)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of successfully completed modules</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>8 (2.11)</td>
<td>4 (3.39)</td>
<td>4 (1.53)</td>
<td>18.29</td>
<td>2</td>
<td>.001</td>
</tr>
<tr>
<td>1</td>
<td>77 (20.32)</td>
<td>11 (9.32)</td>
<td>66 (25.29)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>45 (11.87)</td>
<td>9 (7.63)</td>
<td>36 (13.79)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>15 (3.96)</td>
<td>5 (4.24)</td>
<td>10 (3.83)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>17 (4.49)</td>
<td>9 (7.63)</td>
<td>8 (3.07)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>10 (2.64)</td>
<td>2 (1.69)</td>
<td>8 (3.07)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>7 (1.85)</td>
<td>5 (4.24)</td>
<td>2 (0.77)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>6 (1.58)</td>
<td>5 (4.24)</td>
<td>1 (0.38)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>194 (51.19)</td>
<td>68 (57.63)</td>
<td>126 (48.28)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

To assess whether differences between study time groups on learner characteristics, study ratings, and performance were affected by gender differences and the number of completed modules, an ANCOVA was computed with the number of completed modules as covariate, gender and study time as independent variables, and learner characteristics as the dependent variable. A multivariate ANCOVA was also computed with the same covariate and independent variables but with ratings and performance as dependent variables.

Number of completed modules was not related to learner characteristics (Pillai’s trace = .013, \( F(7,368) = .69, p = .679 \), partial \( \eta^2 = .013 \)). Although gender showed to be a significant factor for learner characteristics (Pillai’s trace = .101, \( F(7,368) = 5.91, p < .001 \), partial \( \eta^2 = .101 \)), no significant interaction with study time could be found (Pillai’s trace = .014, \( F(7,368) = .76, p = .621 \), partial \( \eta^2 = .014 \)). Study time groups differed concerning learner characteristics (Pillai’s trace = .047, \( F(7,368) = 2.59, p = .013 \), partial \( \eta^2 = .047 \)).

In contrast with the first analysis, the number of completed modules was related to study ratings and performance (Pillai’s trace = .157, \( F(5,352) = 1.314, p < .001 \), partial \( \eta^2 = .157 \)), but then the same pattern appeared for study ratings and performance. Gender was a significant factor (Pillai’s trace = .033, \( F(5,352) = 2.41, p = .036 \), partial \( \eta^2 = .033 \)), but no significant interaction with study time could be found (Pillai’s trace = .002, \( F(5,352) = .15, p = .981 \), partial \( \eta^2 = .002 \)). Study time groups also differed concerning study ratings and performance (Pillai’s trace = .109, \( F(3,352) = 8.62, p < .001 \), partial \( \eta^2 = .109 \)).

After pre-analyses, the two study time groups were compared on the learner characteristics, the study ratings and performance. No significant differences were found for prior knowledge, computer attitude, computer anxiety, and time management but for intrinsic motivation, metacognitive learning strategies, and using
strategies for arranging a learning environment. Long study-time learners showed a higher level of motivation, competences in metacognitive learning strategies and usage of strategies for arranging ones learning environment. Generally, only small effects were found. For study ratings, long study-time learners reported lower levels of difficulty of contents, difficulty of studying, and pressure/tension and a higher level of effort/importance than short study-time students. In addition, long study-time learners performed better than short study-time students. Small to medium effect sizes were found.

<table>
<thead>
<tr>
<th></th>
<th>Short study-time students</th>
<th>Long study-time students</th>
<th>t</th>
<th>df</th>
<th>p</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
<td>n</td>
<td>M</td>
<td>SD</td>
<td>n</td>
</tr>
<tr>
<td>Intrinsic motivation</td>
<td>3.80</td>
<td>.61</td>
<td>118</td>
<td>3.98</td>
<td>.59</td>
<td>261</td>
</tr>
<tr>
<td>Computer attitude</td>
<td>3.95</td>
<td>.77</td>
<td>118</td>
<td>3.95</td>
<td>.70</td>
<td>261</td>
</tr>
<tr>
<td>Computer anxiety</td>
<td>2.09</td>
<td>.75</td>
<td>118</td>
<td>2.09</td>
<td>.68</td>
<td>261</td>
</tr>
<tr>
<td>Metacog. strategies</td>
<td>3.44</td>
<td>.59</td>
<td>118</td>
<td>3.58</td>
<td>.52</td>
<td>261</td>
</tr>
<tr>
<td>Time management</td>
<td>2.66</td>
<td>.98</td>
<td>118</td>
<td>2.66</td>
<td>.95</td>
<td>261</td>
</tr>
<tr>
<td>Learning environment</td>
<td>3.93</td>
<td>.63</td>
<td>118</td>
<td>4.18</td>
<td>.61</td>
<td>261</td>
</tr>
<tr>
<td>Prior knowledge</td>
<td>51.57</td>
<td>12.33</td>
<td>118</td>
<td>49.62</td>
<td>12.83</td>
<td>261</td>
</tr>
<tr>
<td>Difficulty of contents</td>
<td>2.02</td>
<td>.66</td>
<td>111</td>
<td>1.69</td>
<td>.63</td>
<td>250</td>
</tr>
<tr>
<td>Difficulty of studying</td>
<td>1.94</td>
<td>.74</td>
<td>111</td>
<td>1.66</td>
<td>.66</td>
<td>250</td>
</tr>
<tr>
<td>Effort/Importance</td>
<td>3.23</td>
<td>.46</td>
<td>111</td>
<td>3.52</td>
<td>.51</td>
<td>250</td>
</tr>
<tr>
<td>Pressure/Tension</td>
<td>2.04</td>
<td>.68</td>
<td>111</td>
<td>1.81</td>
<td>.69</td>
<td>250</td>
</tr>
<tr>
<td>Performance</td>
<td>79.17</td>
<td>12.42</td>
<td>118</td>
<td>84.07</td>
<td>10.51</td>
<td>261</td>
</tr>
</tbody>
</table>

**DISCUSSION**

The aim of the study was to identify different groups of students based on their study time of distance training modules. We investigated whether study time was related to learning experience and performance and also to student characteristics. Student groups could be successfully identified according to study time. These groups were shown to be meaningful entities, because they differed in learning experience and performance. Student groups were also shown to be meaningful entities in terms of student characteristics.

Two learner groups were formed by focusing on study time per module. One group completed most of their modules very fast, indicating that they had not spent much time studying the instructional texts. Thus, students likely missed important information that could not be organized and integrated into an adequate knowledge representation. They were assumed to have performed only surface learning. Students from the second group spent reasonably long periods for studying, which allowed adequate processing time (e.g., selection, organization, and integration) of important information to build a knowledge representation. They were assumed to have performed deeper learning.

Evidence for these assumptions was found in the analysis of the learning experience and performance. A clear pattern appeared showing that long study-time learners reported a higher level of effort and importance and lower levels of content difficulty, studying difficulty, and pressure and tension than short study-time learners (Stiller, Petzold, & Zinnbauer, 2011). These aspects are explainable from the perspective of study time. Short study-time learners did not invest adequate time that could have resulted in a lower level of reported invested effort and in a higher level of reported pressure and tension. Superficial studying might also have led to a higher rating of difficulty of content, because they had less time to master the content (i.e., realizing all relevant content elements and their interrelations). Therefore, the difficulty of learning is generally rated higher when spending less time for learning.
Evidence was also found for differences in learner characteristics. Study time groups differed in learning skills and motivation, but overall effects were small. These findings correspond widely to results concerning learning skills (Castles, 2004; Hart, 2012; Holder, 2007; Ivanova & Stick, 2007; Lee & Choi, 2011; Lee et al., 2013; Osborn, 2001; Shin & Kim, 1999) and intrinsic motivation (Castles, 2004; Chyung, 2001; Grau-Valldosera & Minguillon, 2014; Hart, 2012; Ivanova & Stick, 2007; Osborn, 2001; Park & Choi, 2009; Parker, 2003). Learners spending more time with studying reported to be more motivated. Overall, this pattern makes sense, because intrinsic motivation is inherently linked to self-motivated learning (Ryan & Deci, 2000). In addition, skills were also higher with long study-time students. These students might have brought more adequate metacognitive skills and skills in arranging a learning environment and could thus engage in deeper processing while studying. No differences in computer attitude, computer anxiety, time management skills, and prior knowledge were found between the two study-time groups.

CONCLUSION

Overall, the results must be interpreted carefully. Although the sample size was not small, the modular design of the distance training, the use of instructional downloadable pdf papers, and the special target group of teachers might be a concern that does not allow to generalize conclusions, especially not to whole online or distance study programs. Nevertheless, the current findings do not contradict the theoretical approach nor the empirical evidence reported in the literature.

Study times could be used to predict students’ learning approaches and thus for identifying students who might need support with their studying (Ackapnar, 2015b, 2016; Akcapnar et al., 2015; Morris et al., 2005; Rafaeli & Ravid, 1997). Self-reported study times might be especially important to use when log files cannot be used for calculating study times, for example, when access rights have not been granted by the institution or when log files do not contain this kind of information as with distance learning courses that provide offline instructional material. In general, when log files can be used there are further indicators likely to exist that are related to learning approaches (Ackapnar, 2015b, 2016; Akcapnar et al., 2015; Kinnebrew et al., 2013; Jiang et al., 2015; Lile, 2011; Morris et al., 2005; Rafaeli & Ravid, 1997; Siemens & Baker, 2012). The data used in this study were obtained through the Moodle system and placed in tables that protocolled the timestamp of access to certain system pages. Even self-reported study times seem to be useful.

A special problem might arise from offering free distance and online trainings like the training in this study. The free training could invite students with a wide range of motives that lead to course registration and subsequently to participation. Consequently, identifying which students are willing to diligently study and complete the course and which students need interventions could be difficult. For example, the present training might have forced a gambling behavior of students, because the hurdle to complete a module and pass the test was set low (multiple-choice items assessing mostly factual knowledge were generally of low to medium difficulty). Thus, students could try their luck by guessing on module tests. A more challenging task might have shifted learners to dropping out when using, for example, transfer tasks or practical tasks that afford understanding of contents or presentation of skills (Stillner & Köster, 2016; Stillner & Bachmaier, 2017b). Normally, such tasks cannot be solved by guessing. Future research could first identify user groups and analyze them separately to gain clearer insights about which factors lead to dropout and learning success.

For practice and research, combining log file analyses with an initial diagnostics of relevant learner characteristics and learners’ framework conditions for studying seems to be a promising method (Ackapnar, 2015b; Akcapnar et al., 2015; Kinnebrew et al., 2013; Lile, 2011; Yuksel turk et al., 2014). Log file analyses could especially be used to support students in their learning behavior and to augment performance (Ackapnar, 2015b; Akcapnar et al., 2015; Kinnebrew et al., 2013; Lile, 2011). The analysis might also be used to identify and support students before dropping out after having studied parts of a training. Obtaining information about students’ learning skills and motivation for learning at the beginning of studying could
also help identify early dropout students (Yukselturk et al., 2014). In more complex educational environments within study programs, academic background, GPS, or former online experience and distance learning experience and success could be assessed for additional analyses (Wladis et al., 2014; Lee & Choi, 2011).
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APPENDIX

Original German Items of the Questionnaires Used for Assessment

Table A. Items assessing intrinsic motivation, computer attitude, and computer anxiety were rated on 5-point Likert scales from “stimme nicht zu” to “stimme zu”

<table>
<thead>
<tr>
<th>Intrinsic motivation (scale “Interest/Enjoyment” by Ryan et al., 1982)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Computer attitude (scale “Personal experience/learning and working/autonomous entity” by Richter et al., 2010)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
<tr>
<td>9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Computer anxiety (scale “Confidence in dealing with computers and computer applications” by Richter et al., 2010)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>8</td>
</tr>
</tbody>
</table>

Table B. Items assessing learning skills were rated on 5-point Likert scales from “sehr selten” to “sehr oft”

<table>
<thead>
<tr>
<th>Metacognitive strategies (Wild &amp; Schiefele, 1994); (p) = planning, (m) = monitoring, (r) = regulating</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>5</td>
</tr>
</tbody>
</table>
Ich überlege mir vorher, in welcher Reihenfolge ich den Stoff durcharbeite. (p)
Ich stelle mir Fragen zum Stoff, um sicherzugehen, dass ich auch alles verstanden habe. (m)
Um Wissenslücken festzustellen, rekapituliere ich die wichtigsten Inhalte, ohne meine Unterlagen zu Hilfe zu nehmen. (m)
Beim Lernen bzw. der Erarbeitung eines Stoffgebiets bearbeite ich zusätzliche Aufgaben, um festzustellen, ob ich den Stoff wirklich verstanden habe. (m)
Um mein eigenes Verständnis zu prüfen, erkläre ich bestimmte Teile des Lernstoffs einem Kollegen bzw. einem anderen Mitglied der Lerngruppe. (m)
Wenn mir eine bestimmte Textstelle verworren und unklar erscheint, gehe ich sie noch einmal langsam durch. (r)

Time management (Wild & Schiefele, 1994)
1 Beim Lernen bzw. Arbeiten halte ich mich an einen bestimmten Zeitplan.
2 Ich lege bestimmte Zeiten fest, zu denen ich dann lerne bzw. arbeite.
3 Ich lege die Stunden, die ich täglich lerne bzw. arbeite, durch einen Zeitplan fest.

Learning environment (Wild & Schiefele, 1994)
1 Ich lerne bzw. arbeite an einem Platz, wo ich mich gut auf den Stoff konzentrieren kann.
2 Ich gestalte meine Umgebung so, dass ich möglichst wenig vom Lernen bzw. Arbeiten abgelenkt werde.
3 Zum Lernen bzw. Arbeiten sitze ich immer am selben Platz.
4 Wenn ich lerne bzw. arbeite, sorge ich dafür, dass ich in Ruhe arbeiten kann.
5 Mein Arbeitsplatz ist so gestaltet, dass ich alles schnell finden kann.
6 Die wichtigsten Unterlagen habe ich an meinem Arbeitsplatz griffbereit.

Table C. Items assessing the learning experience were rated on 5-point Likert scales from “stimme nicht zu” to “stimme zu”

Difficulty of content (by authors)
1 Die Inhalte des Moduls waren für mich gut verständlich.

Difficulty of studying (by authors)
1 Das Modul zu bearbeiten, war für mich sehr schwierig.

Effort put into learning (scale “Effort/Importance” by Ryan et al., 1982)
1 Ich habe viel Anstrengung in die Bearbeitung des Moduls investiert.
2 Ich habe mich nicht sehr bemüht, das Modul gut zu bearbeiten.
3 Ich habe mich bei der Bearbeitung des Moduls sehr bemüht.
4 Es war für mich sehr wichtig, das Modul gut zu bearbeiten.
5 Ich habe nicht viel Energie in die Bearbeitung des Moduls investiert.

Pressure and tension experienced by the students (scale “Pressure/Tension” by Ryan et al., 1982)
1 Ich war bei der Bearbeitung des Moduls nicht aufgeregt.
2 Ich fühlte mich während der Bearbeitung des Moduls sehr unter Druck.
3 Ich fühlte mich während der Bearbeitung des Moduls sehr entspannt.
4 Ich war während der Bearbeitung des Moduls unruhig.
5 Ich fühlte mich während der Bearbeitung des Moduls sehr angespannt.
### Translated German Items of the Questionnaires Used for Assessment

#### Table D. Items assessing intrinsic motivation, computer attitude, and computer anxiety were rated on 5-point Likert scales from “do not agree” to “agree”

| Intrinsic motivation (scale “Interest/Enjoyment” by Ryan et al., 1982; authors’ translation based on Leone, 2011) |
|---|---|
| 1 | I think I will enjoy studying the modules very much. |
| 2 | I think studying the modules will be fun to do. |
| 3 | I think studying the modules will be a boring activity. |
| 4 | I think studying the modules will not hold my attention at all. |
| 5 | I think studying the modules will be very interesting. |
| 6 | I think this activity will be quite enjoyable. |
| 7 | I think I will not enjoyed studying the modules. |

| Computer attitude (scale “Personal experience/learning and working/autonomous entity” by Richter et al., 2000, 2010) |
|---|---|
| 1 | To me, the computer seems too unreliable to use as a learning tool. |
| 2 | I am often frustrated by the fact that the computer simply does not make sense to ordinary people. |
| 3 | When I use the computer for work, I constantly worry that it might break down. |
| 4 | Working with the computer is often frustrating because I do not understand the machine. |
| 5 | Sometimes my computer does things I do not understand. |
| 6 | The computer programs that I use for learning and working are sometimes hard to understand. |
| 7 | When I work with a computer, I feel that the computer does what it wants. |
| 8 | If I have computer problems while I am working, I feel helpless. |
| 9 | I wish I had to work less with computers. |

| Computer anxiety (scale “Confidence in dealing with computers and computer applications” by Richter et al., 2000, 2010) |
|---|---|
| 1 | I feel confident in using the computer. |
| 2 | I panic when my computer crashes. |
| 3 | In working with the computer, I am easily frustrated when problems occur. |
| 4 | Working with the computer makes me uneasy. |
| 5 | When working with the computer, I am often worried that I might break something. |
| 6 | I feel that I cannot really control my computer. |
| 7 | If possible, I avoid working with the computer. |
| 8 | In the case of occurring computer problems, I stay calm. |

#### Table E. Items assessing learning skills were rated on 5-point Likert scales from “very rarely” to “very often”

| Metacognitive strategies (Griese et al., 2015); (p) = planning, (m) = monitoring, (r) = regulating |
|---|---|
| 1 | I try to consider beforehand which areas of certain topics I have to study and which I do not have to study. (p) |
| 2 | Confronted with a difficult subject matter I adapt my learning strategy accordingly. (r) |
| 3 | If I do not understand everything I am reading, I will try to make a note of the gap in my knowledge and sift through the material again. (r) |
| 4 | I decide in advance how much subject matter I would like to work through in this session. (p) |
| 5 | Before starting on an area of expertise, I reflect upon how to work most efficiently. (p) |
| 6 | I plan in advance in which order I want to work through the subject matter. (p) |
| 7 | I ask myself questions on the subject matter in order to make sure that I have understood everything correctly. (m) |
In order to find gaps in my knowledge I sum up the most important contents without using my notes. (m)

I work on additional tasks in order to determine if I have truly understood the subject matter. (m)

In order to check my own understanding I explain certain parts of the subject matter to a fellow student. (m)

When an aspect seems confusing or unclear, I examine it again thoroughly. (r)

---

**Time management (Griese et al., 2015)**

1. I work according to a schedule.
2. I decide on the times for my learning.
3. I fix the hours I spend daily on learning in a schedule.
4. Before each study period I appoint the duration of my work.

---

**Learning environment (Griese et al., 2015)**

1. I work in a place that makes it easy to concentrate.
2. I design my work environment in a way that I am distracted as little as possible.
3. When learning I always sit at the same place.
4. When studying I make sure that I can work uninterrupted.
5. My workplace is designed in a way that makes it easy to find everything.
6. At my desk I have the most important papers within reach.

---

**Table F:** Items assessing the learning experience were rated on 5-point Likert scales from “do not agree” to “agree”

**Difficulty of content (by authors; authors’ translation)**

1. The content of the module was well comprehensible.

**Difficulty of studying (by authors; authors’ translation)**

1. Studying the module was very difficult for me.

**Effort put into learning (scale “Effort/Importance” by Ryan et al., 1982; authors’ translation based on Leone, 2011)**

1. I put a lot of effort into processing this module.
2. I didn’t try very hard to do well at processing this module.
3. I tried very hard on processing this module.
4. It was important to me to do well at processing this module.
5. I didn’t put much energy into processing this module.

**Pressure and tension experienced by the students (scale “Pressure/Tension” by Ryan et al., 1982; authors’ translation based on Leone, 2011)**

1. I did not feel nervous at all while working through this module.
2. I felt pressured while working through this module.
3. I was very relaxed in working through this module.
4. I was anxious while working through this module.
5. I felt very tense while working through this module.