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An investigation on homomorphisms and
subhyperalgebras of Σ-hyperalgebras

S. Rasouli∗ , D. Heidari† and B. Davvaz‡

Abstract
In this paper, we introduce the notion of Σ-hyperalgebras for an ar-
bitrary signature Σ and provide some examples. Then we extend the
notions of several kinds of homomorphisms and study their properties.
Also, we study subhyperalgebras of a Σ-hyperalgebra A, Sub(A), under
algebraic closure operators S, H and I. Finally, we introduce the notions
of closed, invertible, ultraclosed and conjugable subhyperalgebras and
investigate their connections to each other.

2000 AMS Classification: 20N20, 08A05, 08A30, 03C05.

Keywords: universal algebra, hyperalgebra, homomorphism, subhyperalgebra.

Received 13 : 02 : 2012 : Accepted 13 : 10 : 2013 Doi : 10.15672/HJMS.2014437521

1. Introduction
The theory of hypergroups was introduced by F. Marty in 1934,(see [22]). Hyperal-

gebras (or multialgebras) are particular relational systems which generalize the concept
of universal algebras. The hyperstructure theory and its applications so far, have been
investigated by many mathematicians in various fields, for example in graphs and hyper-
graphs theory [4], in categories theory [12, 25] and in n-ary hyperalgebras [8, 21]. Recent
book [7] contains wealthy applications. There are also applications to the following
subjects: geometry, hypergraphs, binary relations, combinatorics, codes, cryptography,
probability, etc.

There are several types of homomorphisms have been considered since the first papers
on hypergroups (for instance, by M. Dresher, O. Ore [11], M. Krasner [18], J. Kuntzmann
[19]) and later by M. Koskas [17]. However, the first explicit construction of hypergroup
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homomorphisms was given by P. Corsini [2]. A unified theory of various types of ho-
momorphisms was given by J. Jantosciak [16]. Some other types of homomorphisms
and connections among them were studied by V. Leoreanu [20]. There are more than
10 types of hypergroup homomorphisms. A detailed presentation of all these homomor-
phisms, connections between them and various examples can be found in [3].

Also, in the hypergroup theory there are several kinds of subhypergroups. Among
the mathematicians who studied this topic, we mention F. Marty [22], M. Dresher, O.
Ore [11], M. Krasner [18] who analyzed closed and invertible subhypergroups. Later Y.
Sureau [32] has studied ultraclosed, invertible and conjugable subhypergroups.

On the other hand, in 1962 G. Grätzer began to study of multialgebras [12] and
it follows by H. E. Pickett [26] who investigated homomorphisms and subalgebras of
multialgebras. Then H. Höft and P. E. Howard [14] and G. E. Hansoul [15] studied mul-
tialgebras and T. Vougiouklis [33] discussed about the representations of hyperstructures.
Furthermore, C. Pelea studied the fundamental relation of multialgebras [23] and inves-
tigated them on the universal algebras point of view in [24, 25]. Thus it seems adequate
to undertake a study of multialgebras in the spirit of universal algebras.

In this article, we introduce the notion of Σ-hyperalgebra, A, for an arbitrary signature
Σ. Then we generalize notions of various types of homomorphisms and subhyperalgebras
of A and we study their properties.

2. A brief excursion into hyperalgebras
This section contains a survey of the basic elements of universal algebras and hyper-

algebras which will be used in the next sections. In fact, we explain what is meant by a
hyperalgebra and then give several examples of familiar hyperalgebras. These examples
show that different hyperalgebras may have several common properties. This observation
provides a motivation for the study of Σ-hyperalgebras.

In the sequel A is a fixed nonempty set, P∗(A) is the family of all nonempty subsets
of A, w is the set of positive integers and for n ∈ w we denote the set of n-tuples over A,
By An. Also, by B ⊆w A we mean that B is a finite subset of A.

Let A be a nonempty set. A family C of subsets of A that is closed under the intersec-
tion of arbitrary subfamilies is called a closed-set system over A. If C is also closed under
the union of subfamilies that are directed under inclusion, then it is called an algebraic
closed-set system. An algebraic closed set system C forms an algebraic lattice (C,∩,∨)
under set-theoretic inclusion. The closure operator associated with a given closed set
system C is denoted by ClC.

An n-ary hyperoperation (or function) on A is a function σ from An to P∗(A); n is the
arity (or rank) of σ. A finitary hyperoperation is an n-ary hyperoperation, for some n.
The image of (a1, · · · , an) under an n-ary hyperoperation σ is denoted by σ(a1, · · · , an).
A hyperoperation σ on A is called a nullary hyperoperation (or constant) if its arity is
zero; in fact, A nullary hyperoperation on A is just an element of P∗(A); i.e. a nonvoid
subset of A. A hyperoperation σ on A is unary, binary or ternary if its arity is 1, 2 or 3,
respectively.

A signature or language type is a set Σ together with a mapping ρ : Σ −→ w. The
elements of Σ are called hyperoperation symbols. For each σ ∈ Σ, ρ(σ) is called the arity
or rank of σ. In the sequel, for each n ∈ w, Σn = {σ|ρ(σ) = n}.

Let Σ be a signature. A Σ-hyperalgebraic structure is an ordered couple A = (A, (σA :

σ ∈ Σ)) , where A is a nonempty set and σA is a function from Aρ(σ) to P∗(A), for all
σ ∈ Σ. The set A is called the universe (or underlying set) of A and the σA’s are called
the fundamental hyperoperations of A. In the following, we prefer to write just σ for σA

if this convention creates an ambiguity which seldom causes a problem.



In this paper we shall use the following abbreviated notations: the sequence xi, · · · , xj
will be denoted by xji . For j < i is the empty symbol. In this convention

σA(x1, · · · , xi, yi+1, · · · , yj , zj+1, · · · , zρ(σ))

will be written as σA(xi1, y
j
i+1, z

ρ(σ)
j+1 ). In this case when yi+1 = · · · = yj = y the last

expression will be written in the form σA(xi1,
(j−i)
y , z

ρ(σ)
j+1 ). Similarly, for subsets Bρ(σ)1 of

A we define

σA(B
ρ(σ)
1 ) = ∪{σA(b

ρ(σ)
1 )|bi ∈ Bi, ∀i ∈ Iρ(σ)}.

Also, for each i ∈ Iρ(σ) and aρ(σ)1 ∈ A we define

σA
i (a

ρ(σ)
1 ) = {z ∈ A : ai ∈ σA(ai−1

1 , z, a
ρ(σ)
i+1 )}

and for each i ∈ Iρ(σ) and Bρ(σ)1 ⊆ A we define

σA
i (B

ρ(σ)
1 ) = ∪{σA

i (b
ρ(σ)
1 )|bi ∈ Bi}.

A hyperalgebra A is unary if all hyperoperations are unary and it is mono-unary if
it has just one unary hyperoperation. A is a hypergroupoid if it has just one binary
hyperoperation σ. According to [9],Σ-hyperalgebra A is called an n-ary hypergroupoid
if Σ = {σ} and ρ(σ) = n. If σ is a binary hyperoperation, we write aσb for the image
of (a, b) under σ. A hyperalgebra A is finite if |A| is finite. Let A be a Σ-hyperalgebra.
Hyperoperation σA is called trivial hyperoperation if for any (a

ρ(σ)
1 ) ∈ Aρ(σ), we have

|σA(a
ρ(σ)
1 )| = 1. A is called a trivial Σ-hyperalgebra if for any σ ∈ Σ, σA is trivial.

Let A = (A, (σA : σ ∈ Σ)) be a Σ-hyperalgebra and σ ∈ Σ. Now, we extend an
n-ary hyperoperation σA to an n-ary operation σPA on P∗(A) by setting for all (A

ρ(σ)
1 ) ∈

P∗(A)ρ(σ)

σPA(A
ρ(σ)
1 ) =

⋃
{σA(a

ρ(σ)
1 )|ai ∈ Ai, i ∈ Iρ(σ))}.

It is easy to see that PA = (P∗(A), < σP∗(A) : σ ∈ Σ >) is a Σ-algebra.

2.1. Definition. Let A be a Σ-hyperalgebra, σ ∈ Σ and j < i < ρ(σ). We say that σ is
weakly (i, j)-associative if for each a2ρ(σ)−1

1 ∈ A we have

σA(ai−1
1 , σA(a

ρ(σ)+i−1
i ), a

2ρ(σ)−1

ρ(σ)+i ) ∩ σA(aj−1
1 , σA(a

ρ(σ)+j−1
j ), a

2ρ(σ)−1

ρ(σ)+j ) 6= ∅,

and (i, j)-associative if

σA(ai−1
1 , σA(a

ρ(σ)+i−1
i ), a

2ρ(σ)−1

ρ(σ)+i ) = σA(aj−1
1 , σA(a

ρ(σ)+j−1
j ), a

2ρ(σ)−1

ρ(σ)+j ).

We say that σ is (weakly) associative if it is (weakly) (i, j)-associative for each i, j ∈ Iρ(σ).

Definition 2.1 is a generalization of associative binary hyperoperation. An n-ary hy-
pergroupoid A is called an n-ary semihypergroup (n-ary Hv semigroup) if σ is (weakly)
associative.

2.2. Examples. (i) [9] Let A = {a, b, c} with the hyperoperation ◦ defined by the
following table

◦ a b c

a a b c
b b {a, c} {a, b}
c c {a, b} {a, b}

Now, we define the ternary hyperoperation σ on A by σ(x, y, z) = x ◦ y ◦ z, for
each x, y, z ∈ A. One can see that A = (A, σ) is a 3-ary semihypergroup.



(ii) Let A = {a, b, c} with the hyperoperation ◦ defined by the following table

◦ a b c

a a b c
b b c {a, b}
c c b {a, b}

It is easy to check that A = (A, ◦) is a Hv semigroup but it is not a semihyper-
group.

2.3. Definition. [8, 9] Let A be a Σ-hyperalgebra, σ ∈ Σ and B ⊆ A. We say that B has
the reproduction axiom with respect to σ if for each bi−1

1 , b, b
ρ(σ)
i+1 ∈ B and 1 ≤ i ≤ ρ(σ)

the relation

(2.1) b ∈ σA
i (bi−1

1 , x, b
ρ(σ)
i+1 )

has a solution x ∈ B. Observe that condition (1) can be reformulated as follows

(2.2) B = σA(bi−1
1 , B, b

ρ(σ)−i
i+1 ).

An n-ary semihypergroup (Hv semigroup) A is called an n-ary hypergroup (Hv group)
if A satisfies the reproduction axiom. An n-ary hypergropouid which satisfies the repro-
duction axiom is called n-ary hyperquasigroup.

2.4. Examples. (1) [8] Let A = {a, b, c} be a set with a 3-ary hyperoperation σ as
follows:
σ(a, a, a) = a σ(b, b, a) = {a, c} σ(c, a, a) = c
σ(a, a, b) = b σ(b, b, b) = {b, c} σ(c, a, b) = {b, c}
σ(a, a, c) = c σ(b, b, c) = A σ(c, a, c) = {a, b}
σ(a, b, a) = b σ(b, a, a) = b σ(c, b, a) = {b, c}
σ(a, b, b) = {a, c} σ(b, a, b) = {a, c} σ(c, b, b) = A
σ(a, b, c) = {b, c} σ(b, a, c) = {b, c} σ(c, b, c) = A
σ(a, c, a) = c σ(b, c, a) = {b, c} σ(c, c, a) = {a, b}
σ(a, c, b) = {b, c} σ(b, c, b) = A σ(c, c, b) = A
σ(a, c, c) = {a, b} σ(b, c, c) = A σ(c, c, c) = {b, c}

One can see that A = {A, σ} is a 3-ary hypergroup.
(2) [9] Let B = {a, b, c}. We define hyperoperation σ as follows

σ(x, y, z) =


x x = y = z
b x 6= y 6= z
z x = y, x 6= z, x 6= b
{a, c} x = y = b, z 6= b

One can see that B = {B, σ} is a 3-ary hypergroup.

2.5. Definition. Let A be a Σ-hyperalgebra, σ ∈ Σ and {i, j} ⊆ Iρ(σ). We say that σ is
{i, j}-commutative if for each aρ(σ)1 ∈ A we have

σA(a
ρ(σ)
1 ) = σA(at−1

1 , as, a
s−1
t+1 , at, a

ρ(σ)
s+1 )

where t = min{i, j} and s = max{i, j} We say that σ is commutative if it is {i, j}-
commutative for each i, j ∈ Iρ(σ).

Obviously, the 3-ary hypergroup A = (A, σ) in Example 2.4 is commutative, too.

2.6. Definition. [9] Let A be a Σ-hyperalgebra and σ ∈ Σ. We say that A has a weak
neutral element with respect to σ if there exists an element e ∈ A such that

x ∈ σA(
(i−1)
e , x,

(ρ(σ)−i)
e )



holds for all x ∈ A and i ∈ Iρ(σ). If for all x ∈ A and i ∈ Iρ(σ), we have

x = σA(
(i−1)
e , x,

(ρ(σ)−i)
e )

then “e” is called a neutral element. The set of weak neutral elements is denoted by
WNA and the set of neutral elements is denoted by NA. Clearly, NA ⊆WNA.

An n-ary semihypergroup A is called an n-ary W-hypermonoid if WNA 6= ∅ and it is
called an n-ary hypermonoid if NA 6= ∅. Obviously, if A is a 2-ary hypermonoid, then
|NA| = 1.

2.7. Definition. Let A be a Σ-hyperalgebra and σ ∈ Σ. We say that σA satisfies the

weak idempotent property if x ∈ σ(
ρ(σ)
x ), for each x ∈ A. Also, we say that σA has the

idempotent property if x = σ(
ρ(σ)
x ).

An n-ary commutative semihypergroup A = (A, σ) is called an n-ary hypersemilattice
if “ ◦ ” satisfies the weak idempotent property and A is called an n-ary semihyperlattice
if “ ◦ ” satisfies the idempotent property.

2.8. Examples. 1) Let A = {a, b, c, d} with the hyperoperation ◦ defined by the
following table

◦ a b c d

a {a} {b} {c} {d}
b {b} {a, b} {d} {c, d}
c {c} {d} {a, c} {b, d}
d {d} {c, d} {b, d} A

One can see that A = (A, ◦) is a 2-ary hypersemilattice. Also, if we define the
ternary hyperoperation ◦′ on A by ◦′(x, y, z) = x ◦ y ◦ z for all x, y, z ∈ A, then
one can see easily that A′ = (A, ◦′) is a 3-ary hypersemilattice.

2) Let B = {a, b, c, d} with the hyperoperation ◦ defined by the following table

◦ a b c d

a {a} {b, c, d} {c, d} {d}
b {b, c, d} {b} {c, d} {d}
c {c, d} {c, d} {c} {d}
d {d} {d} {d} {d}

One can see that B = (B, ◦) is a 2-ary semihyperlattice. Also, if we define the
ternary hyperoperation ◦′ on B by ◦′(x, y, z) = x ◦ y ◦ z for all x, y, z ∈ B, then
one can see easily that B′ = (B, ◦′) is a 3-ary semihyperlattice.

2.9. Example. Consider Examples 2.8. One can see that A′ is a 3-ary W-hypermonoid
and B′ is a 3-ary hypermonoid.

2.10. Examples. i) A commutative hypermonoid A = (A, ◦, e) is called canonical
hypergroup if

– every element has a unique inverse, which means that for all x ∈ A, there
exists a unique x−1 ∈ A, such that e ∈ x ◦ x−1,

– it is reversible, which means that if x ∈ y◦z, then y ∈ x◦z−1 and z ∈ y−1◦x.
ii) A Krasner hyperring is a hyperalgebraic structure R = (R,+, .) which (R,+, 0)

is a canonical hypergroup, (R, .) is a semiring and the multiplication, ., is dis-
tributive with respect to the hyperoperation +.

One can find definitions of hyperlattices [27, 28], hyper-MV algebras [29, 31], hyper-
BCK algebras [30] and etc.



3. Homomorphisms
In the universal algebra theory, the concepts of congruence, quotient algebra and

homomorphism are closely related. In this section, we give some ideas about homomor-
phisms of hyperalgebras and we state connection between them.

3.1. Definition. Let A and B be Σ-algebras. A map f : A −→ B is a homomorphism
(resp. dual homomorphism), in symbols f : A −→ B, if, for all σ ∈ Σ and all aρ(σ)1 ∈ A,

f(σA(a
ρ(σ)
1 )) ⊆ σB(f(a1), · · · , f(aρ(σ))))

(resp. f(σA(a
ρ(σ)
1 )) ⊇ σB(f(a1), · · · , f(aρ(σ))))

Also, f is called a good homomorphism if

f(σA(a
ρ(σ)
1 )) = σB(f(a1), · · · , f(aρ(σ)))

Hom(A,B) will denote the set of all homomorphisms and HomG(A,B) will denote
the set of all good homomorphisms from A to B. f : A −→ B is called an isomorphism
if f ∈ Hom(A,B) and f−1 ∈ Hom(B,A), too.

3.2. Example. Let M = {0, a, b, 1}. Consider the following tables:

⊕ 0 a b 1

0 {0} {a} {b} {1}
a {a} {b} {1} {1}
b {b} {1} {1} {1}
1 {1} {1} {1} {1}

* 0 a b 1
1 b a 0

It is easy to see that M = (M,⊕,∗ , 0) is a trivial hyper-MV algebra which is totally
ordered as an MV-algebra. Also, let HS3 = (S3,⊕,∗ , 0) is the hyper-MV algebra where
S3 = {0, 1

3
, 2
3
, 1}, x⊕ y := [0,min(1, x+ y)]∩S3 and x∗ = 1−x. Now, let f : M −→ HS3

be a map that f(0) = 0, f(a) = 1
3
, f(b) = 2

3
and f(1) = 1. It is easy to check that

f is a hyper-MV algebra homomorphism. For example f(a ⊕ a) = f({b}) = { 2
3
} and

f(a) ⊕ f(a) = 1
3
⊕H3

1
3

= {0, 1
3
, 2
3
} so f(a ⊕ a) ( f(a) ⊕ f(a). Also, if we define

g : HS3 −→ M such that g(0) = 0, g( 1
3
) = a, g( 2

3
) = b and g(1) = 1, then g is

a dual homomorphism that is not a homomorphism, since g( 1
3
⊕H3

1
3
) = {0, a, b} but

g( 1
3
)⊕ g( 1

3
) = {b}.

3.3. Theorem. A bijective homomorphism of Σ-hyperalgebras is an isomorphism if and
only if it is good.

Proof. Let A,B be Σ-hyperalgebras, f : A −→ B is a bijection, σ ∈ Σ and a
ρ(σ)
1 ∈

A. First, suppose that f is an isomorphism and b ∈ σB(f(a1), · · · , f(aρ(σ))). So
f−1(b) ∈ f−1(σB(f(a1), · · · , f(aρ(σ)))) and since f−1 ∈ Hom(B,A) we obtain that
b ∈ f(σA(a

ρ(σ)
1 )) and it implies that f ∈ HomG(A,B). Conversely, suppose that f

is a bijective good homomorphism. Let σ ∈ Σ and bρ(σ)1 ∈ B. Since, f is onto, there are
a
ρ(σ)
1 ∈ A, such that f(ai) = bi, for each i ∈ Iρ(σ). Now, we have

f−1(σB(b
ρ(σ)
1 )) = f−1(σB(f(a1), · · · , f(aρ(σ))))

= f−1(f(σA(a
ρ(σ)
1 )))

= σA(f−1(b1), · · · , f−1(bρ(σ)))).

�

If there is a good isomorphism between A and B, then we write A ∼= B. Clearly, ∼= is
an equivalence relation on the set of all Σ-hyperalgebras.

3.4. Definition. Let A,B be two Σ-hyperalgebras. A map f : A −→ B, is called



• a very good homomorphism if it is good and for each σ ∈ Σ, aρ(σ)1 ∈ A and
i ∈ Iρ(σ), we have
f(σA

i (a
ρ(σ)
1 )) = σB

i (f(a1), · · · , f(aρ(σ))).

• a 2-homomorphism if for each σ ∈ Σ and aρ(σ)1 ∈ A, we have
f−1(σB(f(a1), · · · , f(aρ(σ)))) = f−1(f(σA(a

ρ(σ)
1 ))).

• an almost strong homomorphism if for each σ ∈ Σ and aρ(σ)1 ∈ A, we have
f−1(σB(f(a1), · · · , f(aρ(σ)))) = σA(f−1(f(a1)), · · · , f−1(f(aρ(σ)))).

3.5. Theorem. Let A,B be two Σ-hyperalgebras. If f : A −→ B is a good homomor-
phism, then f is a 2-homomorphism. Furthermore, if f is a very good homomorphism,
then f is an almost strong homomorphism.

Proof. Let σ ∈ Σ and aρ(σ)1 ∈ A. First let f ∈ HomG(A,B). Let a ∈ f−1(f(σA(a
ρ(σ)
1 ))),

so f(a) ∈ f(σA(a
ρ(σ)
1 )) and it implies that there is a′ ∈ σA(a

ρ(σ)
1 ) such that f(a) = f(a′).

Since f is good we obtain that a ∈ f−1(σB(f(a1), · · · , f(aρ(σ)))). Conversely, assume
that a ∈ f−1(σB(f(a1), · · · , f(aρ(σ)))), so f(a) ∈ σB(f(a1), · · · , f(aρ(σ))) and it shows
that f is a 2 -homomorphism.

Now, suppose that f is a very good homomorphism. Since f ∈ Hom(A,B) we obtain
that f(σA(f−1(f(a1)), · · · , f−1(f(aρ(σ))))) ⊆ σB(f(a1), · · · , f(aρ(σ))). It shows that

σA(f−1(f(a1)), · · · , f−1(f(aρ(σ))))) ⊆ f−1(σB(f(a1), · · · , f(aρ(σ)))).

Conversely, assume that a ∈ f−1(σB(f(a1), · · · , f(aρ(σ)))). Hence, f(a) ∈
σB(f(a1), · · · , f(aρ(σ))), so for each i ∈ Iρ(σ) we have

f(ai) ∈ σB
i (f(a1), · · · , f(ai−1), f(a), f(ai+1), · · · , f(aρ(σ))).

Since, f is very good we obtain that

f(ai) ∈ f(σA
i (ai−1

1 , a, a
ρ(σ)
i+1 )).

Hence, there is a′i ∈ σA
i (ai−1

1 , a, a
ρ(σ)
i+1 ) such that f(ai) = f(a′i). It implies that a ∈

σA(ai−1
1 , f−1(f(ai)), a

ρ(σ)
i+1 ). Since i is arbitrary, continuing the above method shows that

f is an almost strong homomorphism. �

3.6. Definition. Let A,B be two Σ-hyperalgebras, f ∈ Hom(A,B), σ ∈ Σ and i ∈
Iρ(σ). f is called strong on the i-th component respect to σ if for all aρ(σ)1 ∈ A, f(a) ∈
σB(f(a1), · · · , f(aρ(σ))) implies that there exists a′i ∈ A such that f(ai) = f(a′i) and
a ∈ σA(ai−1

1 , a′i, a
ρ(σ)
i+1 ). f is called strong respect to σ if for all i ∈ Iρ(σ), f is strong on

the i-th component. f is called strong if for each σ ∈ Σ, f is strong respect to σ.

3.7. Theorem. Any strong homomorphism is almost strong.

Proof. Let f ∈ Hom(A,B) be a strong homomorphism, σ ∈ Σ and a
ρ(σ)
1 ∈ A. Since

f ∈ Hom(A,B), similar to Theorem 3.5, we can obtain that
σA(f−1(f(a1)), · · · , f−1(f(aρ(σ)))) ⊆ f−1(σB(f(a1), · · · , f(aρ(σ)))). Now, assume
that a ∈ f−1(σB(f(a1), · · · , f(aρ(σ)))). So f(a) ∈ σB(f(a1), · · · , f(aρ(σ))). Since
f is strong respect to σ, for each i ∈ Iρ(σ), there exists a′i ∈ A such that
f(ai) = f(a′i) and a ∈ σA(ai−1

1 , a′i, a
ρ(σ)
i+1 ), whence a ∈ σA(ai−1

1 , f−1(f(ai)), a
ρ(σ)
i+1 ) ⊆

σA(f−1(f(a1)), · · · , f−1(f(aρ(σ)))). �



4. Subhyperalgebras
There are several important methods of constructing new hyperalgebras from given

ones. Three of the most fundamental are the formation of subhyperalgebras, homomor-
phic images, and direct products. In this section, subhyperalgebras will occupy us.

4.1. Definition. Let A be a Σ-hyperalgebra and B ⊆ A. Then B is called a subhy-
peruniverse of A, if for all σ ∈ Σ and bρ(σ)1 ∈ B we have σA(b

ρ(σ)
1 ) ⊆ B. The set of all

subhyperuniverses of A will be denoted by Sub(A).

Note that this implies σA ⊆ B for every σ ∈ Σ0, and that the empty set is a subhy-
peruniverse of A if and only if Σ0 = ∅, i.e., A has no distinguished constants.

4.2. Example. Consider hypersemilattice A in Examples 2.8. It is easy to see that
B = {a, b} is a subhyperuniverse of A.

4.3. Theorem. (A,Sub(A)) is an algebraic closed set system for every Σ-hyperalgebra
A.

Proof. Let K ⊆ Sub(A). Let σ ∈ Σ and a
ρ(σ)
1 ∈ ∩K. Then for every K ∈ K, we have

a
ρ(σ)
1 ∈ K and hence σA(a

ρ(σ)
1 ) ⊆ K. So σA(a

ρ(σ)
1 ) ⊆ ∩K. Therefore, ∩K ∈ Sub(A).

Now, assume that K is a directed subset of Sub(A). Let aρ(σ)1 ∈ ∪K. Since there is
only a finite number of ai and K is directed, they are all contained in a single K ∈ K.
Hence σA(a

ρ(σ)
1 ) ⊆ K. Therefore, ∪K ∈ Sub(A). �

The closure operator associated with the closed set system (A,Sub(A)) is denoted by
SgA. Thus SgA : P(A) −→ Sub(A) and SgA(X) = ∩{K ∈ Sub(A) : X ⊆ K}; this is
called the subhyperuniverse generated by X. Hyperalgebra A is called finitely generated
if there exists a finite subset X of A such that SgA(X) = A.
B is a maximal proper subhyperuniverse of A if B 6= A and there does not exist a

C ∈ Sub(A) such thatB ( C ( A.

4.4. Theorem. Let A be a finitely generated Σ-algebra. Then every proper subhyperuni-
verse of A is included in a maximal proper one.

Proof. Let A = SgA(X), for X ⊆w A. Assume that B is a proper subhyperuniverse of A.
Let K = {K ∈ Sub(A) : B ⊆ K ( A}. Since K contains B, it is nonempty. Suppose that
C ⊆ K be a chain. Clearly, C is directed so by Theorem 4.3, ∪C ∈ Sub(A). Because X is
finite and K is directed, one can see that ∪C is a proper subhyperuniverse of A. hence,
by Zorn’s lemma K has a maximal element. �

4.5. Theorem. (Principle of Structural Induction) Let A be a Σ-hyperalgebra generated
by X. To prove that a property P holds for each element of A, it suffices to show that

induction basis. P holds for each element of X.
induction step. If σ ∈ Σ and P holds for each of elements aρ(σ)1 ∈ A, then P

holds for each elements of σA(a
ρ(σ)
1 ).

Proof. Let P = {x ∈ A : P holds for x}. X ⊆ P and P is closed under the hyperopera-
tions of A. Hence, P ∈ Sub(A) and it implies that A = SgA(X) ⊆ P . �

Let A be a Σ-hyperalgebra and X ⊆ A. We define

E(X) = X ∪ {t ∈ σA(a
ρ(σ)
1 ) : ∀σ ∈ Σ, a

ρ(σ)
1 ∈ X}.

Now, we define En(X) for n ≥ 0 by

E0(X) = X,
En(X) = E(En−1(X)).



4.6. Theorem. Let A be a Σ-hyperalgebra and X ⊆ A. Then

SgA(X) = ∪∞i=0E
i(X).

Proof. Let P = {x ∈ SgA(X) : x ∈ I = ∪∞i=0E
i(X)}. Clearly, X ⊆ P . Now, let

σ ∈ Σ and x1, · · · , xρ(σ) ∈ P . One can see that Ei(X) ⊆ Ei+1(X) for each i ∈ w, so it
implies that there is a n ∈ w such that x1, · · · , xρ(σ) ∈ En(X). Thus σA(x1, · · · , xρ(σ)) ⊆
En+1(X) ⊆ I. Therefore by Theorem 4.5, we get the result. �

4.7. Definition. Let A and B be two Σ-hyperalgebras. Then B is a subhyperalgebra of
A if B ⊆ A and every fundamental operation of B is the restriction of the corresponding
operation of A, i.e., for each function symbol σ ∈ Σ, σB is σA restricted to B; we write
simply B ≤ A. If B ≤ A, then B ∈ Sub(A). Conversely, if B ∈ Sub(A) and B 6= ∅, then
there is a unique B ≤ A such that B is the universe of B.

4.8. Theorem. Let A,B be Σ-hyperalgebras, f ∈ HomG(A,B) and h ∈ Hom(A,B).
Then

(i) For each K ∈ Sub(A), f(K) ∈ Sub(B).
(ii) For each L ∈ Sub(B), h−1(L) ∈ Sub(A), if h−1(L) 6= ∅.
(iii) For each X ⊆ A, f(SgA(X)) ∈ SgA(f(X)).

Proof. (i) Let σ ∈ Σ and b
ρ(σ)
1 ∈ f(K). Choose aρ(σ)1 ∈ K such that f(a1) =

b1, · · · , f(aρ(σ)) = bρ(σ). Then σB(b
ρ(σ)
1 ) = σB(f(a1), · · · , f(aρ(σ))) = f(σA(a

ρ(σ)
1 )) ⊆

f(K).
(ii) Assume that h−1(L) 6= ∅. Let σ ∈ Σ and aρ(σ)1 ∈ h−1(L). So f(a1), · · · , f(aρ(σ)) ∈

L. Then h(σA(a
ρ(σ)
1 )) ⊆ σB(h(a1), · · · , h(aρ(σ))) ⊆ L. Hence, σA(a

ρ(σ)
1 )) ⊆

h−1(L).
(iii) f(X) ⊆ f(SgA(X)) ∈ Sub(B), by part (i). Therefore, SubB(f(X)) ⊆ f(SgA(X)).

For the reverse inclusion, X ⊆ f−1(f(X)) ⊆ f−1(SgA(f(X)) ∈ Sub(A), by part
(ii). Hence, SgA(X) ⊆ f−1(SgA(f(X))).

�

Let AlgH(Σ) be the class of all Σ-hyperalgebras. ≤ is a partial ordering of AlgH(Σ).
Clearly, it is reflexive and antisymmetric. If C ≤ B and B ≤ A, then C ⊆ A and for each
σ and cρ(σ)1 ∈ C, we have σC(c

ρ(σ)
1 ) = σB(c

ρ(σ)
1 ) = σA(c

ρ(σ)
1 ). Hence, ≤ is transitive.

For any class K of AlgH(Σ) we define

S(K) = {B ∈ AlgH(Σ) : ∃ A ∈ K(B ≤ A)}.

4.9. Theorem. S is an algebraic closure operator on AlgH(Σ).

Proof. Clearly, K ⊆ S(K) by the reflexivity of ≤ and by transitivity of ≤, we obtain that
SS(K) = (K). Also, K ⊆ L implies S(K) ⊆ S(L). Furthermore, S(K) = ∪{S(A) : A ∈
S(K)} and it implies that S is algebraic closed. �

Define the binary relation 4 on AlgH(Σ) by B 4 A if there is an onto good homo-
morphism f : A −→ B. Clearly, 4 is reflexive and transitive.

For any class K of AlgH(Σ) we define

H(K) = {B ∈ AlgH(Σ) : ∃ A ∈ K(B 4 A)},

I(K) = {B ∈ AlgH(Σ) : ∃ A ∈ K(B ∼= A)},
the classes respectively of homomorphic and isomorphic images of algebras of K. Similar
to Theorem 4.9, we can show that H and I are algebraic closure operators on AlgH(Σ).

4.10. Theorem. For any class K of Σ-hyperalgebras, we have



(i) SH(K) ⊆ HS(K),
(ii) HS is an algebraic closure operator on AlgH(Σ).

Proof. (i) Let C ∈ SH(K) so for some A ∈ K and onto good homomorphism f :
A −→ B we have C ≤ B. By Theorem 4.8, we have f−1(C) ≤ A. Since f is onto
we have C ∈ HS(K).

(ii) Obviously, HS is extensive. By part (i), we have HSHS(K) ⊆ HHSS(K) = HS(K)
so we get that HS is idempotent. Finally, monotonicity of S and H imply that
HS is monotonic. Also, B ∈ HS(K) if and only if there is a A ∈ K such that
B ∈ HS(A) so we have HS(K) ⊆ ∪{HS(A) : A ∈ K} and it implies that HS is
algebraic.

�

5. Some type of subhyperalgebras
There are several kinds of subhyperalgebras. In what follows, we introduce closed,

invertible, ultraclosed and conjugable subhyperalgebras and some connections among
them. Let us present now the definition of these types of subhyperalgebras.

5.1. Definition. Let A be a Σ-hyperalgebra, B ∈ Sub(A), σ ∈ Σ and 1 ≤ i ≤ ρ(σ). We
say that B is

(1) i-closed with respect to σ if for each x ∈ A and bρ(σ)1 ∈ B, from x ∈ σAi (b
ρ(σ)
1 ) it

follows that x ∈ B.

(2) i-invertible with respect to σ if for each x, y ∈ A, from x ∈ σA(
(i−1)

B , y,
(ρ(σ)−i)
B )

it follows that y ∈ σA(
(i−1)

B , x,
(ρ(σ)−i)
B ).

(3) ultraclosed on the right (on the left) with respect to σ if for each x ∈ A we have

σA(x,
(ρ(σ)−1)

B )∩σA(x,
(ρ(σ)−2)

B ,Bc) = ∅ (σA(
(ρ(σ)−1)

B , x)∩σA(Bc,
(ρ(σ)−2)

B , x) = ∅).
(4) i-conjugable with respect to σ if it is i-closed with respect to σ and for each

x ∈ A there exist xρ(σ)−1
1 ∈ A such that σA(xi−1

1 , x, x
ρ(σ)−1
i+1 ) ⊆ B.

We say that B is closed (resp. invertible, conjugable) with respect to σ,
if it is i-closed (resp. invertible, conjugable) with respect to σ, for each 1 ≤
i ≤ ρ(σ). Also, we say that B is closed (resp. invertible, conjugable) if it is
closed (resp. invertible, conjugable) for each σ ∈ Σ. Sets of closed, invertible
and conjugable subhyperalgebra of hyperalgebra A are denoted by Subcl(A),
Subin(A) and Subco(A), respectively.

5.2. Examples. (1) Consider 3-hypergroup A in Examples 2.4. Let I = {a}.
Clearly, I is a subhyperalgebra of A which it is closed and invertible but it
is not ultraclosed, since σ(b, a, a) ∩ σ(b, a, c) = b, and it is not conjugable.

(2) Consider commutative 3-ary hypergroup B in Examples 2.4. Let J = {b}. One
can see that J is a subhyperalgebra of B which it is closed, invertible, ultraclosed
and conjugable.

The following theorems present some connections among the above types of subhy-
peralgebras.

5.3. Theorem. Let A be a Σ-hyperalgebra. Then (Subcl(A),⊆) and (Subin(A),⊆) are
algebraic closed set systems. Furthermore, Subin(A) ⊆ Subcl(A).

Proof. Obviously, (Subcl(A),⊆) and (Subin(A),⊆) are closed set systems. Also, similar
to Theorem 4.3, we can conclude that (Subcl(A),⊆) and (Subin(A),⊆) are algebraic.

Now, suppose that σ ∈ Σ and 1 ≤ i ≤ ρ(σ), bρ(σ)1 ∈ B and x ∈ A such that x ∈
σA
i (b

ρ(σ)
1 ). By hypothesis x ∈ σA(b

ρ(σ)
1 ) ⊆ B and it holds the result. �



5.4. Lemma. Let A be a Σ-hyperalgebra, B ∈ Sub(A) and σ ∈ Σ such that it is (1, ρ(σ))-

associative. Then B is 1(ρ(σ))-invertible if and only if {σA(x,
(ρ(σ)−1)

B )}x∈A ({σA(
(ρ(σ)−1)

B
, x)}x∈A) is a disjoint family of subsets of A.

Proof. Suppose that σ ∈ Σ, B is 1-invertible with respect to σ and z ∈ σA(x,
(ρ(σ)−1)

B

)) ∩ σA(y,
(ρ(σ)−1)

B )), for some x, y ∈ A. Then we have

σA(z,
(ρ(σ)−1)

B ) ⊆ σA(σA(x,
(ρ(σ)−1)

B ),
(ρ(σ)−1)

B )

= σA(x,
(ρ(σ)−2)

B , σA(
(ρ(σ))

B ))

⊆ σA(x,
(ρ(σ)−1)

B )

By hypothesis x ∈ σA(z,
(ρ(σ)−1)

B ) and similarly we can conclude that σA(x,
(ρ(σ)−1)

B ) ⊆

σA(z,
(ρ(σ)−1)

B ). So σA(x,
(ρ(σ)−1)

B ) = σA(z,
(ρ(σ)−1)

B ). Also, we can get σA(y,
(ρ(σ)−1)

B ) =

σA(z,
(ρ(σ)−1)

B ) and it shows that {σA(x,
(ρ(σ)−1)

B )}x∈A is a disjoint family of subsets of A.

Conversely, suppose that x ∈ σA(y,
(ρ(σ)−1)

B ). Then σA(x,
(ρ(σ)−1)

B ) ⊆ σA(z,
(ρ(σ)−1)

B )

whence σA(x,
(ρ(σ)−1)

B ) = σA(z,
(ρ(σ)−1)

B ). Thus we have x ∈ σA(x,
(ρ(σ)−1)

B ) hence we

obtain that y ∈ σA(y,
(ρ(σ)−1)

B ) = σA(x,
(ρ(σ)−1)

B ). Similarly, we can show that B is ρ(σ)-

invertible if and only if {σA(
(ρ(σ)−1)

B , x)}x∈A is a disjoint family of subsets of A. �

5.5. Lemma. Let A be a Σ-hyperalgebra, σ ∈ Σ and B ∈ Sub(A) such that A,B satisfies

the reproduction axiom with respect to σ and B be ρ(σ)(1)-closed. Then σA(
(ρ(σ)−1)

B

,Bc) = Bc, (σA(Bc,
(ρ(σ)−1)

B ) = Bc).

Proof. We have

A = σA(
(ρ(σ)−1)

B ,A)

= σA(
(ρ(σ))

B ) ∪ σA(
(ρ(σ)−1)

B ,Bc)

= B ∪ σA(
(ρ(σ)−1)

B ,Bc).

On the other hand, assume that b ∈ B ∩ σA(
(ρ(σ)−1)

B ,Bc). So there exist c ∈ Bc and
b
ρ(σ)−1
1 ∈ B such that b ∈ σA(b

ρ(σ)−1
1 , c). Now, since B is ρ(σ)-closed we obtain that

c ∈ B. It is a contradiction. �

5.6. Theorem. Let A be a Σ-hyperalgebra, σ ∈ Σ and B ∈ Sub(A) such that A,B satis-
fies the reproduction axiom with respect to σ and B be conjugable. Then B is ultraclosed
on the right (on the left).

Proof. Suppose that x ∈ A. Denote C = σA(x,
(ρ(σ)−1)

B ) ∩ σA(x,
(ρ(σ)−2)

B ,Bc). Since
B is conjugable it follows that B is closed and there exist xρ(σ)−1

1 ∈ A such that



σA(x
ρ(σ)−1
1 , x) ⊆ B. By Lemma 5.5, we obtain that

σA(x
ρ(σ)−1
1 , C) ⊆ σA(x

ρ(σ)−1
1 , σA(x,

(ρ(σ)−1)

B )) ∩ σA(x
ρ(σ)−1
1 , σA(x,

(ρ(σ)−2)

B ,Bc))

⊆ B ∩ σA(σA(x
ρ(σ)−1
1 , x),

(ρ(σ)−2)

B ,Bc)

⊆ B ∩ σA(B,
(ρ(σ)−2)

B ,Bc)
= B ∩Bc = ∅.

Hence σA(x,
(ρ(σ)−1)

B )∩ σA(x,
(ρ(σ)−2)

B ,Bc) = ∅, which means that B is ultraclosed on the
right. Similarly, we can show that B is ultraclosed on the left. �

5.7. Lemma. Let A be a Σ-hyperalgebra, σ ∈ Σ and B be an ultraclosed subhyperalgebra
on the right (on the left) which satisfies the reproduction axiom with respect to σ. Then
B is ρ(σ)(1)-closed with respect to σ.

Proof. Let x ∈ A \ B and b ∈ B. Suppose that b ∈ σA(b
ρ(σ)−1
1 , x) ⊆ σA(b1,

(ρ(σ)−2)

B ,Bc).

Since B is ultraclosed on the right we have b /∈ σA(b1,
(ρ(σ)−1)

B ). By the reproduction
axiom we conclude that b /∈ B. It is a contradiction. �

5.8. Theorem. Let A be a Σ-hyperalgebra, σ ∈ Σ such that it is (1, ρ(σ))-associative
and B be an ultraclosed subhyperalgebra on the right (on the left) which satisfies the
reproduction axiom with respect to σ. Then B is 1(ρ(σ))-invertible with respect to σ.

Proof. Suppose that B is ultraclosed on the right. Let y ∈ σA(x,
(ρ(σ)−1)

B ), for some
x, y ∈ A. By associativity we have

σA(y,
(ρ(σ)−1)

B ) ⊆ σA(σA(x,
(ρ(σ)−1)

B ),
(ρ(σ)−1)

B ) ⊆ σA(x,
(ρ(σ)−1)

B ).

On the other hand, By Lemma 5.7 we get that B is ρ(σ)-closed and then we obtain
Lemma 5.5 and by this lemma we have

σA(y,
(ρ(σ)−2)

B ,Bc) ⊆ σA(σA(x,
(ρ(σ)−1)

B ),
(ρ(σ)−2)

B ,Bc)

= σA(x,
(ρ(σ)−2)

B , σA(
(ρ(σ)−1)

B ,Bc))

= σA(x,
(ρ(σ)−2)

B ,Bc)

Thus, by the reproduction axiom we have

A = σA(x,
(ρ(σ)−1)

B ) ∪ σA(x,
(ρ(σ)−2)

B ,Bc) = σA(y,
(ρ(σ)−1)

B ) ∪ σA(y,
(ρ(σ)−2)

B ,Bc)

Since, B is ultraclosed on the right we get that σA(x,
(ρ(σ)−1)

B ) = σA(y,
(ρ(σ)−1)

B ). It shows
that {σA(x,Bρ(σ)−1)}x∈A is a disjoint family of subsets of A so by Lemma 5.4 we conclude
that B is 1-invertible with respect to σ. Similarly, we can show that B is ρ(σ)-invertible,
if it is ultraclosed on the left. �

Let A be a Σ-hyperalgebra and σ ∈ Σ. We denote

Iσ = {eρ(σ)1 ∈ A | ∃x ∈ A, such that x ∈ σA(ei11 , x, e
ρ(σ)−1
i ), for some 1 ≤ i ≤ ρ(σ)}.

5.9. Lemma. Let A be a Σ-hyperalgebra, σ ∈ Σ such that it is (1, ρ(σ))-associative and
B be ρ(σ)(1)-closed with respect to σ which satisfies the reproduction axiom with respect
to σ such that Iσ ⊆ B. Then B is 1(ρ(σ))-invertible.



Proof. Let y ∈ σA(x,
(ρ(σ)−1)

B ), for some x, y ∈ A. Suppose that x /∈ σA(y,
(ρ(σ)−1)

B ).

Since, x ∈ A = σA(y,
(ρ(σ)−1)

B ) ∪ σA(y,
(ρ(σ)−2)

B ,Bc), we get x ∈ σA(y,
(ρ(σ)−2)

B ,Bc). Now,
by Lemma 5.5, we have

x ∈ σA(y,
(ρ(σ)−2)

B ,Bc) ⊆ σA(σA(x,
(ρ(σ)−1)

B ),
(ρ(σ)−2)

B ,Bc)

= σA(x,
(ρ(σ)−2)

B , σA(
(ρ(σ)−1)

B ,Bc))

= σA(x,
(ρ(σ)−2)

B ,Bc).

So there exist bρ(σ)−2
1 ∈ B and c ∈ Bc such that x ∈ σA(x, b

ρ(σ)−2
1 , c). Hence c ∈ Iσ ∩Bc

and it is a contradiction. �

5.10. Theorem. Let A be a Σ-hyperalgebra, σ ∈ Σ such that it is (1, ρ(σ))-associative
and B ∈ Sub(A) which satisfies the reproduction axiom with respect to σ. If B is 1-closed
and ρ(σ)-close with respect to σ and Iσ ⊆ B then B is ultraclosed.

Proof. Let B is ρ(σ)-close with respect to σ and Iσ ⊆ B. Suppose that z ∈ σA(x,
(ρ(σ)−1)

B

) ∩ σA(x,
(ρ(σ)−2)

B ,Bc). By Lemma 5.9, associativity and Lemma 5.5, we obtain that

x ∈ σA(z,
(ρ(σ)−1)

B ) ⊆ σA(σA(x,
(ρ(σ)−2)

B ,Bc),
(ρ(σ)−1)

B ) = σA(x,
(ρ(σ)−2)

B ,Bc).

Thus, there exist bρ(σ)−2
1 ∈ B and c ∈ Bc such that x ∈ σA(x, b

ρ(σ)−2
1 , c) and it implies

that c ∈ Iσ ∩ Bc. It shows that σA(x,
(ρ(σ)−1)

B ) ∩ σA(x,
(ρ(σ)−2)

B ,Bc) = ∅. Hence B is
ultraclosed on the right. �

6. Conclusion
The above discussion shows that we can extend some notions of hypergroup theory

to a Σ-hyperalgebra for an arbitrary signature Σ. This paper provides suitable tools
for doing more research in the area of hyperstructures, such as on homomorphisms and
subhyperalgebras. Also, by consideration the operator P one can research on a variety
of an arbitrary Σ-hyperalgebras. Acknowledgements
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