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Abstract

Separating large data into similar clusters is one of the basic problems of data mining. Storing large data in an organized way has currently increased the importance of the methods developed for clustering. Even if the hierarchical clustering methods give effective results, they are still inadequate due to their computational complexity. Non-hierarchical clustering methods cannot be used for all data types because of the cost function which cannot run by categorical data. Recently, some non-hierarchical clustering methods have been improved for categorical and hybrid data. In addition, the weights of attributes in clustering might be different due to the nature of the data or the expected results. In this paper, we introduce an algorithm which has been improved for the clustering of large hybrid data in an effective way that also includes the weights of attributes. This algorithm, mainly based on the K-Prototypes algorithm, will be called “W-K-Prototypes”. The computational results show that the algorithm can be used efficiently for clustering.
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1. Introduction

Extracting meaningful information from large data is currently one of the most popular research fields. Large data can be stored by means of continuously improving technology and can be used to evaluate the past and predict the future, which is regarded as Data Mining. One of the most important methods of this process of data mining is clustering analysis. Clustering is a process of separating objects in such a way that objects with similar characteristics should be in the same group. Clustering analysis is a process of dividing the data into groups whose labels were not defined a priori. After this process, the obtained clusters show high homogeneity for intra-cluster and high heterogeneity for inter-cluster [7].

Clustering analysis was first used by Tyron in 1939 [9]. After the 1980s, its usage became widespread. The book written by Robert Sokal and Peter Sneath named “The Basics of Numeric Classification Knowledge” has been an important milestone in the field [8]. As a result of these studies, today we have different clustering analysis methods.

However, as time goes on, data becomes larger and data types vary. That is the reason why current clustering analysis methods are inadequate. The hierarchical clustering method is the most well-known clustering analysis method which is able to cluster data which has both numerical and categorical characteristics, but it loses its usefulness due to high computational complexity [1]. Non-hierarchical clustering methods based on K-Means have reasonable calculation complexity. These methods need a cost function which requires a Euclidean measure and cluster average, and they cannot run with categorical data [8]. At this point, in recent studies, the researchers were encouraged to develop a new non-hierarchical method based on K-Means which can be used with the categorical data. A method named K-Modal was proposed by Huang in order to cluster solely categorical data with a non-hierarchical method [2]. This method changes the average value at the step of defining the cluster center with the mode value and uses δ (overlap) instead of Euclidean distance measure. In the algorithm named K-Prototypes, Huang offered an effective solution for the clustering problem of hybrid data based on the logic of the K-Means algorithm in 1997 [1,3]. We will also analyze Huang’s study in this article.

The next section introduces the mathematical preliminaries needed for this study. In the third section, the K-Prototypes algorithm by Zhexue Huang will be given for the hybrid data. In the fourth section, the version of W-K-Prototypes will be described in order to be able to account for the weights of attributes. In the fifth section, these two algorithms will be tested on the data and computational results will be shown. In the last section, we will explain the conclusions and future work.

2. Mathematical Preliminaries

The data consisting of n objects is represented by $X = \{ x_1 \mid 0 < i \leq n \}$ where every $x_i = \{ x_i \mid 0 < j \leq m \}$ is a vector composed of m attributes and can be openly shown as $x_i = [x_{i1}, x_{i2}, ..., x_{im}] \in X$ notation. In non-hierarchical clustering
analysis, the problem is to separate this X into clusters according
to the number of k no-predicted groups. It is required to have
an objective criterion. That criterion enables us to define the
quality of the clustering process. For that, the function used is
called the cost function [4]. This function is formulated as

\[ E = \sum_{l=1}^{k} \sum_{i=1}^{n} y_{il} d(x_i, Q_l) \]  

(1)

Here, n represents the number of elements for cluster X,
where \( x_i \in X \) and \( Q_l \) is the center of the cluster l. \( y_{il} \)
is an element of the matrix partitioning. The elements of the partitioning matrix, \( Y_{nxt} \) are respectively 1 or 0 according
to whether or not the l element belongs to the n cluster, and d is the distance measure of
Squared Euclidean, unless otherwise stated. \( y_{il} \) is the value in
the interval 0 and 1 and \( \sum_{i=1}^{n} y_{il} = 1 \). If \( y_{il} \in \{0,1\} \), then \( Y_{nxt} \)
is named as the hard partition; if \( y_{il} \in [0,1] \), then \( Y_{nxt} \) is named as
the fuzzy partition. In this document, we will deal with the hard
partitioning. Hence, an object can only belong
to one cluster.

The cluster center, \( Q_l = \{q_{1l}, q_{2l}, \ldots, q_{ml}\} \) is calculated by
the following:

\[ q_{lj} = \frac{1}{n_l} \sum_{i=1}^{n} y_{il} x_{ij} \]  

(2)

Here \( n_l \) is the number of elements of the l cluster. In non-
hierarchical clustering methods, we need to have the distance
metric to determine the distance between each cluster and the
cluster centers to represent the cluster objects. The measure of
the Squared Euclidean is used only for the cluster vectors
including numerical characteristics. The average of the vectors in
the cluster is taken as the center as representative. The measure
proposed by Huang is the following function for the categorical
data.

\[ d(x_i, Q_l) = \sum_{j=1}^{m_r} (x_{ij}^r - q_{ij}^r)^2 + \sum_{j=1}^{m_c} \delta(x_{ij}^c, q_{ij}^c) \]  

(3)

Here, \( \delta(x,y) \) is a function that has a value of 1 if its
categorical variables are the same; if not, the value becomes 0.
\( x_{ij}^r \) and \( q_{ij}^r \) are numerical, and \( x_{ij}^c \) and \( q_{ij}^c \) are categorical. \( m_r \)
is the number of numerical attributes and \( m_c \) is the number of
categorical attributes. \( y_l \) is the weight of the categorical features.

This distance measure is used when the cost function can be
rewritten in the following way [1]:

\[ E_l = \sum_{i=1}^{n} y_{il} \left( \sum_{j=1}^{m_r} (x_{ij}^r - q_{ij}^r)^2 \right)
+ y_l \sum_{i=1}^{n} y_{il} \sum_{j=1}^{m_c} \delta(x_{ij}^c, q_{ij}^c)
= E_{l}^{r} + E_{l}^{c} \]  

(4)

Here \( E_{l}^{r} \) is the cost function of the numerical attributes and \( E_{l}^{c} \) is the cost function of the categorical attributes. Given this cost

The \( y_l \) coefficient in the equation of (3) has been proposed
with the aim of defining the weight at the measure of the
dimension of the categorical data. For example, when the
numerical value ranges of the variables are very wide and if the
categorical variables are different, these add a value of 1 to the
distance. This value may remain meaningless and small. On the
contrary, the numerical values in the range [0.5, 0.6], with changes
across a small range, play a dominant role in determining the
value of 1 if the offset creates an undesirable situation. In order to
preclude this case, Huang proposed using the value of the standard
deviation \( \sigma_l \) (the average of the numerical properties of
the standard deviations in the set) for the purpose of determining
the value of \( y_l \). Therefore, in the case where the categorical variables
are different, there will hardly be any effect on the measure of the
dimension as in the case where the numerical values are different.
This proposal should not be expected to always give better results
but when all the data are taken into consideration, this can be
accepted as a good solution. Huang shared some results for the
different values of \( y_l \).

2.1. Standardization of data

There are various methods about standardization of the
variables. One of these methods is the most well-known referred
to as Z-Score standardization. With this method, the data average
turns to 0 and the standard deviation turns to 1. Thus, whether the
data attributes are above or below the average can be determined
just by looking at its value. New values of the attributes in the Z-
Score standardization are calculated with the following formula.

\[ x' = \frac{x - \text{mean}(X)}{\text{sd}(X)} \]  

(5)

Here \( \text{mean}(X) \) is the average of the data cluster X, and \( \text{sd}(X) \)
is the standard deviation of the data cluster X. Even if the Z-Score
method turns the data into unknowns, it still gives the best result
in distance calculation. After the clustering process, in order to
find out which data belongs to what cluster, the data should be
applied to a process with an ID value; not putting this ID value in
the distance calculation is also a method.

In hybrid data, it is enough to standardize the numerical part
of the data. It is obvious that the categorical data cannot be
standardized through the Z-Score method because of the different
distance measures used; if they are not standardized, there is no
problem.

2.2. K-Prototypes algorithm

K-Prototypes algorithm has the following similar steps as K-
Means.

[i] Choose k as the initial center (Prototype) in order to
represent the clusters in the data set X.

[ii] Assign each object in the data set X to the cluster
including the nearest prototype.
[iii] Re-compute the prototypes of the clusters after the assignment of all objects, then assign each object in the data set $X$ to the cluster including the nearest prototype.

[iv] Re-iterate the step (iii) till no object is unplaced.

The distance measure used in this algorithm is given in the equation (3). Recalculating the weight $\gamma_i$ for every step and every cluster is one disadvantage of this algorithm.

In fact, the distance measure used in the algorithm consists of the sum of the results of two number distance measures which are the Squared Euclidean Distance measures for the numerical values and overlap for the categorical values. Alternative measures may be considered in order to make the distance measure used in K-Prototypes more modular.

3. W-K-Prototypes

Sometimes the attributes of the data might not have equal importance. The significance level may differ by the scope of the requested information extracted from the data. For example, when the data held is about student information then if a classification is going to be made based on the achievement status of students, it is expected that the attributes such as weight, length, and school number have less impact. Those attributes may even be removed from the data. In the case of the classification being based on the physical similarities of students, it is expected that marks have much less impact on the clustering process. Besides that, regardless of the clustering process, in the nature of some data, weight distribution might be encountered. Such situations should be taken into consideration for clustering [6].

The weight $\gamma_i$, distance measure used in Huang’s K-Prototypes Algorithm, is the weight in the context of the influence of all categorical data, but not a weight mentioned above. It is a serious burden for the algorithm to calculate $\gamma_i$ again in every step and for every cluster. Huang, in his study, uses only one $\gamma$ value during the processing of the algorithm test instead of calculating a value of $\gamma_i$ for every step. In the algorithm named W-K Prototypes, there is no need to have such a $\gamma$ value as the distance measure amongst objects. Before the data is clustered with a W-K Prototypes algorithm, we need to standardize the data with the Z-Score method thereby removing both the need of this coefficient and the problem of calculating the values of $\gamma$. Due to Z-Score normalization, since the value of the average standard deviation will be 1, indeed it can be considered as if the $\gamma$ coefficient is 1 for every step.

$$d(x, y) = \sum_{i=1}^{m_{num}} w_i(x_i^r - y_i^r)^2 + \sum_{i=1}^{m_{cat}} w_i \delta(x_i^r, y_i^r)$$

-where $w_i$ is the weight of the $i$'th attribute, and for both categorical and numerical types of all attributes $\sum w_i = 1$. The distance function used for distances of the categorical data is defined as follows:

$$\delta(x, y) = \begin{cases} 0 & \text{if } x = y \\ 1 & \text{else} \end{cases}$$

The Algorithm steps for the distance measure between the two objects are the same for the K-Prototypes Algorithm.

(i) Choose $k$, the initial center (Prototype) in order to represent the clusters in the data set $X$.

(ii) Assign each object in the data set $X$ to the cluster including the nearest prototype.

(iii) Re-compute the prototypes of the clusters after the assignment of all objects, then assign each object in the data set $X$ to the cluster including the nearest prototype.

(iv) Re-iterate the step (iii) till no object is unplaced.

4. Computational Results

We artificially generate the data for comparison of the W-K-Prototypes Algorithm and K-Prototypes Algorithm in order to replicate generation of the artificial data that Huang used in his study [1]. The distributions of the generated data are shown in Figure 1.a. and Figure 2.a. After adding the categorical third dimension data to the data set, the new distribution can be seen in Figure 1.b. and Figure 2.b. Clustering results raised by clustering for the different weight values are shown in Figure 3. Moreover, the cluster number, the $k$ value, object number and the effect of the changes of these inputs are also shown in Table 1 and Figure 5.

The computer used for the tests of these algorithms had Intel Core 7 processor, 32 GB memory, Windows 8.1 operating system and 8 cores.

Inputs of our algorithm are the $k$ number of clusters, $X$ data set and $w=[w_1, w_2, ..., w_m]$, and the weight vector is such that each element corresponds to each attribute. Results for various $k$-value and $w$-weight vectors of the two synthetic data sets created are given in Figure 3 and Figure 4. As a first example, let us deal with the results for the $X$-data set in Figure 3. The numerical attributes of this data set are configured in the union of the sets that have 4 normal distributions in two dimensions. Therefore, let us acquire the results for $k=4$ and different weight values.

When the graphs below, which are used in the representation of the results, are examined, for weight vector $w=[0.33,0.33,0.34]$ (Figure 3.a.), the weights are set to equal value and the sets are split into four with normal distribution. For the weight vector $w=[0.2,0.2,0.6]$ (Figure 3.e.), the first dimension outweighs the others. As expected, the set is observed to have a clustering on the horizontal axis. As for weight vector $w=[0.8,0.1,0.1]$, the 1st dimension is taken into focus and, expectedly, the output of the clustering appears in a scattering throughout the horizontal axis. For weight vector $w=[0.1,0.1,0.8]$ (Figure 3.c.), the 2nd dimension dominates the others, and similar to the previous result, the set is observed to have a clustering on the vertical axis. While setting the weight vector, deleting the 1st component has no effect. In other words, the result of assigning 0 to the 1st component $w=[0.0,0.5,0.5]$, is shown in Figure 3.f. The distribution, the result of setting $w=[0.1,0.1,0.8]$, shows that one trait outweighs the others, as shown in Figure 3.d.

Similar to the results given in Figure 2 and for various weight vectors, as expected, the results of clustering are observed depending upon a dominant attribute. In Figure 4.a. the results of clustering for $w=[0.33,0.33,0.34]$ are given and uniformly clustered sets are observed. In Graph 4.e., the results of clustering for $w=[0.2,0.2,0.6]$ are as expected: categorical data prevails to define the cluster of two objects that are closely related to each other with respect to the first two attributes. As for Figure 4.b. and Figure 4.c., as in the data of our first experiment, the 1st and 2nd attributes behave in a dominant manner and it is observed that
clusters are formed by objects grouped, first horizontally, and then vertically.

Figure 1. Sample with one normal distribution.

Figure 2. Sample with four normal distributions.
Figure 3. Clustering results for different weight vectors.
Figure 4. Clustering results for different weight vectors.
Figure 5. Comparisons between the Algorithms of K-Prototypes and W-K-Prototypes.

Table 1. Test results with different inputs for K-Prototypes and W-K-Prototypes.
Taking into account the results in Table 1 and Figure 5, it can be seen that the W-K-Prototypes Algorithm is obviously superior to the K-Prototypes Algorithm in terms of the processing time. It is observed that the W-K-Prototypes Algorithm runs five times faster with respect to the means of the rates of the processing times. As detected in Figure 5.e., it can be seen that the W-K-Prototypes Algorithm gives more efficient results particularly in
the sense of clustering the sets, with normal distribution, into relatively fewer numbers of sets.

When the results of the clustering are analyzed, it is observed that the K-Prototypes and W-K-Prototypes algorithms produce almost the same clusters. The processing time of the W-K-Prototypes Algorithm in Table 1 includes the time of the Z-score and inverse Z-Score processing.

4. Conclusions and Future Works

In this paper, we introduce an algorithm which integrates the various attributes of the data into the clustering analyzes by means of various weights in the hybrid data with huge dimensions. This algorithm is named the W-K-Prototypes Algorithm because it is fundamentally based on the K-Prototypes algorithm and efficaciously runs a clustering process by means of a non-hierarchical method without the necessity of the coefficient $\gamma_l$. In the making of the algorithm, the distance measures used in the K-Prototypes Algorithm; the method for determining the center of the cluster; and the coefficient $\gamma_l$ on the effect of the categorical data on the distance, are considered independently from each other and this is the starting point of this approach. Similarly, the components used, depending upon the scope of the expected value and of the data, can be applied in future studies. For instance, in order to compute the distance of the categorical data, a measure based on the value of the frequency of the relevant attribute can be used or, instead of the Euclidean distance measure, another distance measure can be applied in order to increase the degree of the clustering quality [5]. It is obvious that Z-score standardization, the process used for application of the W-K-Prototypes Algorithm, possesses a disadvantage for huge data. Instead, studies on efficiently determining the coefficient $\gamma$ can be performed.
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