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Abstract: Null hypothesis statistical significance testing (NHST) is a vital, frequently utilized, but contentious topic in the field of statistics. Applying statistics to a problem, it is necessary to comprehend NHST and the sampling distribution. Another crucial topic, which is related to NHST and the sampling distribution, is the standard error, a standard deviation-form function obtained from the sampling distribution. This paper provides an outline of these important concepts to help students understand and ponder these concepts logically. This paper also offers a new mobile application to teach understandably the influences of various parameters and statistics on sampling distribution and standard error.
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Standart Hatayı Neden ve Niçin Öğretmeliyiz: Örneklem Dağılmının Öncülü Olan Standart Hatanın Yeni Bir Mobil Uygulamayla Öğretilmesi
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I. INTRODUCTION

One of the most commonly utilized data analysis methods has been null hypothesis statistical testing (NHST) foreshadowed by Fisher's (1935) observation that “every experiment exists to give the facts a chance of disproving the null hypothesis” (Nickerson, 2000, p. 244). Although NHST has been the center of interest for some educational research, there have been controversies and criticisms related to what NHST implies (Carver, 1978; Meehl, 1978; Morrison & Henkel, 1970; Thompson, 1999a, 1999b). There have been some differences among scholars who approach the NHST. To some, in the utilization of Fisher’s NHST, there are frequent misinterpretations, and poor practices (Nickerson, 2000). Some scholars have criticized the use of NHST drastically with the expressions as “an instance of a kind of essential mindlessness in the conduct of research” (Bakan, 1966, p. 436); “a corrupt form of the scientific method” (Carver, 1978, p. 378); and “surely the most bone-headedly misguided procedure ever institutionalized in the rote training of science students” (Rozeboom, 1997, p. 335). Besides these severe controversies, there are some scholars providing several recommendations for better-quality practice such as reporting confidence intervals and effect sizes.
along with NHST results (Cohen, 1965; Thompson, 1996, 1999a). Given these kinds of conflicts, it is crucial to comprehend the logic implied with statistical significance testing (NHST). Therefore, the logic requires us to grasp dynamics such as sampling distribution and standard error due to their relationships with the NHST.

The standard error stemmed from the sampling distribution is generally elucidated as the standard deviation of the sampling distribution. When it comes to the sampling distribution, it comprises of statistics (e.g., the median) computed from recurrent sampling of statistics from the population (Thompson, 2008). Thus, the standard error (SE) is a measure of standard deviations (SD) of statistics. That is, the name of SE plays a distinctive role between SDs of scores and SDs of statistics. The SE can be utilized to know regarding the quality of a statistics as parameter estimation, and to carry out $t$ statistics, or critical ratio via dividing a statistic by the standard error (Thompson, 2008). In this respect, the concept of SE is critical to learn and comprehend in the area of statistics.

II. STATISTICAL SIGNIFICANCE TESTING

As emphasized above, null hypothesis statistical significance testing is used commonly in the field of statistics. Carver (1978) and Nickerson (2000) were on the same page with regards to describing NHST. NHST illustrates no influence of an experimental manipulation on the criterion variable (Nickerson, 2000). Cohen (1994) designated null hypotheses as "nil" hypotheses assuming zero differences. NHST is performed to calculate the probability (i.e., $p_{\text{calculated}}$) that sample statistics are congruent with the one drawn from populations in which the null hypotheses are precisely true (Thompson, 2008). In this respect, the anticipatory outcome in the null hypotheses is the opposite of the one in the research hypotheses predicting what we want to happen. For example, researchers who wanted to ameliorate middle-school students’ negative behaviors generated a character education tool. They chose a specific school and decided to implement the treatment in a group and not to another one as a control group. Before they implement it, and hypothesized that the tool they produced was effective in diminishing negative behaviors of middle-school students. This assumption in their research is what they want to happen. However, the opposite hypothesis of the research question is that the treatment they produced has no effect on diminishing negative behaviors of middle-school students. This one is their null hypothesis predicting that there is no difference between the groups on posttest statistics.
It is likely that there could be some inferential errors during the process of NHST because we use sample data rather than the population. These are generally called as Type I and Type II errors that are likely to make in the process of NHST. A Type I error occurs when a true null hypothesis is erroneously rejected (Nickerson, 2000; Thompson, 2008). A Type II error is defined as the failure to reject a false null hypothesis (Thompson, 2008). The probability of Type I error is \( P_{\text{critical}} \) which is subjectively set before the experiment (typically at .05) and is also used to determine whether result is statistically significant by comparison with \( P_{\text{calculated}} \). Thompson (2008) describes \( P_{\text{calculated}} \) comprehensively with the expression that “\( P_{\text{calculated}} \) estimates the probability of the sample statistic[s]... assuming [that] the sample came from a population exactly described by the null hypothesis, and... given the sample size” (p. 179). To decide whether or not an experiment is statistically significant, it is necessary to compare \( P_{\text{critical}} \) and \( P_{\text{calculated}} \) values.

When we have both \( p \) values, we compare them as follows; if \( P_{\text{calculated}} \) is less than the previously described \( P_{\text{critical}} \) value (i.e., \( p < .05 \), when \( P_{\text{critical}} \) is equal to .05), the null hypothesis is rejected, and the study results are deemed statistically significant. On the contrary, if \( P_{\text{calculated}} \) is greater than the previously established \( P_{\text{critical}} \) (i.e., \( p > .05 \), when \( P_{\text{critical}} \) is equal to .05), the null hypothesis is not rejected, then the study results are not considered as statistically significant.

Test statistics (e.g., F, t) are computed statistics divided by its standard error. We will always reach the same decision through using the comparison between \( T_{S \text{calculated}} \) with a given \( T_{S \text{critical}} \). On the other hand, there is an important difference to note that the signs of the test statistics are reversed.

### III. FUNDAMENTAL CONTROVERSIES OF NHST

There have been many controversies about the practice of NHST, and this has become an area of interest among numerous researchers and statisticians. As stressed by Thompson (2008, p. 144), “the null hypothesis expresses expectations for parameters (i.e., for the population)”. One prominent statistician, Tukey (1991), expressed as a serious problem with NHST that \( H_0 \) is never true in the population in reality. Loftus and Loftus (1982) also criticized NHST by arguing that since having a relationship between any two variables is more likely, NHST provides very little information regarding the effectiveness with only finding a statistically significant effect. Important to note that fundamental criticisms generally exist due to misconceptions of \( P_{\text{calculated}} \) values because there are few researchers comprehending what
actually $p_{calculated}$ values assess (Carver, 1978). In this respect, it is vital for researchers to understand both what statistical significance tests really do imply, and what they do not imply.

One of the principal arguments of statistical significance testing is as regards to the belief that statistically significant $p$ values indicate not only statistical significance but also practical significance. To make clear the misconception, it is necessary to understand the focus of practical significance regarding how much variance an intervention can make (Thompson, 2008). Practical significance is also known as “substantive significance” indicating that results are important or interesting (Nickerson, 2000, p. 257). Huberty and Morris (1988) stated that statistical inference is open to subjective judgment, and also is not practical. In this regard, utilizing NHST for evaluating result importance is not reasonable as Thompson (1993) elucidated: “If the computer package did not ask you your values prior to its analysis, it could not have considered your value system in calculating $p$’s, and so $p$’s cannot be blithely used to infer the value of research results” (p. 365). Kirk also concurred by noting that because NHST is dependent on probability, statistically significant results are primarily incapable of being interpreted in a substantive way (Kirk, 1996). That is, it is not reasonable to deem that NHST indicates practical significance.

Another important debate to contemplate is related to the inaccurate belief that a small $p$ value serves as an indicator of result replicability. This is a frequently made error by myriad statisticians and researchers (Carver, 1978). Cohen (1990) explained this misconception clearly by noting that the rejection of a given null hypothesis does not guarantee that a replication of the inquiry will again result in rejecting that null hypothesis. Thompson (2008) clarified it logically by noting that, “the direction of the inference is population to sample, not sample to population” (p. 178); because the presumption is that the null hypothesis exactly explains the population, and then assesses the probability that the sample originated from this population.

The last fundamental dispute to ponder against the usage of statistical significance testing bears upon the effects of large sample sizes on the probability of reaching a statistically significant $p$ value. NHST is profoundly manipulated by sample size (Cortina & Landis, 2011). As sample size increases, estimation accuracy should enhance, and so statistics that deviate from the null are less and less possible (Thompson, 2008). That is, when we have large sample size, small $p_{calculated}$ are more likely. Nickerson (2000) identified that one of the severest criticisms of NHST has been its sensitivity to sample size.
Because, when a large enough sample size is used, any study can be actually made to get significant results. Since p values are influenced by both sample size and effect size, NHST is also criticized due to the usage of sample size without any supplementary tools such as effect size and confidence intervals.

IV. THE SAMPLING DISTRIBUTION

Sampling distributions are directly relevant to NHST. On the other hand, they are not the same. The standard error (i.e., standard deviation of sampling distribution) is utilized as the denominator in the determination of all test statistics. Therefore, test statistics are conceptually described as standardized sampling distributions. (Thompson, 2008). As formerly noted, the sampling distribution is comprised of statistics repeatedly sampled from the population, and can be computed from any statistic (e.g., the mean, the coefficient of kurtosis, Spearman’s rho) (Thompson, 2008). A sampling distribution for the mean basically consists of sample means from the same population; the main point sampling distributions illustrate to us is the action of samples from the population (Field, 2009).

It is crucial to note that there are two generalizations about all sampling distributions:

1. “The mean of the statistics in a sampling distribution for unbiased estimators will equal the population parameter being estimated” (Thompson, 2008, p.154).

This generalization is reflected by a dynamic, the central limit theorem, which indicates that as \( n \) becomes greater, the sampling distribution of the mean will approach normality. That is, sampling distributions can be assumed to be normal distributions if \( n \) is large enough.

2. “For all sampling distributions, the standard deviation of the sampling distribution gets smaller as sample size increases” (Thompson, 2008, p.154).

This dynamic elucidates that as \( n \) gets closer to \( N \), samples get more and more representative. That is, the estimations for the population will get less and less chance. In other words, increased accuracy of the estimation can be expected in parallel with the increment of sample size (Joseph & Reinhold, 2003).

V. THE STANDARD ERROR

As previously underscored, the functions of both standard errors and standard deviations are similar; however, the operation is performed in different worlds.
While the standard error operates in the world of the sampling distribution of statistics, the standard deviation functions in the distribution of scores in either the population or the sample. The standard error is applied for two key purposes.

First, the standard error can be utilized in a *descriptive* way by notifying us about the quality of a statistic as an estimate of the parameter (Thompson, 2008). Congruently to standard deviation in terms of representativeness, a small standard error indicates better sample representation of the population; on the other hand, a large one designates a poor sample representation.

As for the second purpose, the standard error can be utilized in an *inferential* way for testing whether the estimation of a parameter is statistically significant (Thompson, 2008). Test statistics, as previously stated, are categorized as standardized sampling distributions because they are always the outcome of a statistic divided by the standard error of the statistic (Thompson, 2008). Standard error plays a critical role in test statistics by helping represent statistical significance through the calculation of these test statistics (TS) with distributions. When standard error is small in value, we will get TS_calculated bigger; however, when standard error is large, TS_calculated will be smaller. As emphasized formerly, although TS distributions (including TS_calculated and TS_critical) operate analogously to P_calculated and P_critical, the fundamental difference between them is a reversal of the direction of the decision rules in demonstrating statistical significance. Thus, while a greater TS_calculated value than the previously prescribed TS_critical implies statistical significance, a smaller TS_calculated value than the previously established TS_critical indicates a lack of statistical significance.

**A. A Prime Effect on Standard Error: Sample Size**

To be able to understand the function of standard error, it is necessary to comprehend and take into account sample size as a fundamental effect on standard error. Standard errors are always bigger for smaller sample sizes (Duhachek & Iacobucci, 2004). In this respect, to make the concept more concrete, it is judicious to assess the standard error of the mean (SEM) by invoking the following equation: \( SE_M = SD_x / \sqrt{n} \) (Thompson, 2008). *Figure 1* and *Figure 2* shown by ReStore (2011) are beneficial to illustrate the relationship between \( SE_M \) and sample size.
For example, when we utilize the equation mentioned previously, we could explicitly reach the results in the table. It was prescribed population SD=SDₜ as 1 in this figure.

When n=10 and the SDₜ= 1
SEₘ = SDₜ / n⁰.⁰₅
SEM=1/10⁰.⁰₅
SEₘ =1/3.16
SEₘ = .32

When n=100 and the SDₜ= 1
SEₘ = SDₜ / n⁰.⁰₅
SEM=1/100⁰.⁰₅
SEₘ =1/10
SEₘ = .10

When n=200 and the SDₜ= 1
SEₘ = SDₜ / n⁰.⁰₅
SEM=1/200⁰.⁰₅
SEₘ =1/14.14
SEₘ = .07

Consequently, we are more likely to get sample mean scores that bunch up closely around the population mean with larger samples, on the other hand, we are more likely to have much more variability in the sample means with smaller samples. Hence, the greater the number of samples is the smaller the SE.
Figure 2. Influence of sample size on SE

Note: The value marked SD in the figure is actually the SEM, because it is the SD of the distribution of means from several samples.

It is important to state that the means of the two sampling distributions are very analogous. However, when we look at the SE_M, it is obvious that the SE_M shrinks when sample size is larger. In the first histogram, there are only 5 cases, and SE_M is 2.17. In the second histogram, the number of cases increased to 25, and SE_M becomes 1.02. By the same token, these sampling distribution histograms illustrate and demonstrate also the information that the sampling distribution gets narrower when n gets larger, illustrating less chance being likely in a particular sample, and less chance existing in all the possible estimates of the statistic (Thompson, 2008).

VI. A NEW MOBILE APPLICATION TO TEACH SAMPLING DISTRIBUTION

Understanding of sampling distribution and its relation to standard error with statistical significance testing is a crucial step to advance in many statistical methods. Lack of understanding of these concepts will induce poor statistical knowledge specifically in advance statistics methods. Although there are some controversies on the use of statistical significance testing, a random investigation of statistics books, journals or doctoral dissertations will shows us how frequently these concepts have been using in various fields of study. Therefore, this paper introduces a tool to help statistics learners perceive the essence of sampling distribution and standard error.

In order to improve students’ understanding of standard error and its relation to sampling distribution, this paper presents a new mobile application for teaching and testing purposes. This application aims to help learners understand how different parameters and statistics influence standard error. Our application allows learners to load their own data to test various statistics. Also, the application provides a sample data, as an example, to test the application.
Once users start the application, users have to load their own data or use the sample built-in data for testing purposes embedded in the application in the intro screen (see figure 3). After a successful loading of data, users can check the descriptive characteristics of the data by tabbing on the histogram button. This will help learners find out various statistics of their data. The application allows loading of unlimited numbers of variables. Users can browse their own data by using navigation buttons provided in the application.

Figure 3. Intro Screen
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Figure 4. Test of sampling distribution

![Sampling Distribution](image)
To test how different parameters and statistics have an impact on the standard error and sampling distribution, a test of sampling distribution is provided within the application (see figure 4). As described earlier in this paper, sample size and sampling number have various effects on sampling distribution. Users can obviously see to what extent sample size and sampling number does affect the sampling distribution by experiencing a new distribution at each time. The application also provides some descriptive statistics as users change the parameters. Although mean descriptive statistics is generally used to calculate standard error, this application also provides other statistics method for users to check how other statistics influence sampling distribution.

For users’ convenience, this application was built for mobile platforms. Users can install this application on their smart phones or tablets. Also, a web-based version of the application is available for who have not a mobile device (stat.mehmetoren.org).

VII. DISCUSSION AND CONCLUSION

Despite the controversies on statistical significance testing, it is undoubtedly necessary to note and elucidate its place within the statistical world. There are numerous statisticians who decry the usage of NHSST in terms of the accuracy of reporting statistical results. Hopefully, some researchers have come up with better reporting techniques to utilize, such as effect sizes and CIs.

Sampling distributions and the relationship of SE with NHSST are critical to understand in statistics. Standard error is vital to know and apply both descriptively and inferentially. Standard error is profoundly impacted by sample size. That is, increasing the sample size in order for enhancing precision of the estimate.

It is also critical to comprehend the relationship between standard error and sampling distribution. When \(n\) gets larger, standard error gets smaller. Therefore, the sampling distribution gets narrower, which reflects less flukiness in samples. To comprehend the importance of the relationship among concepts underscored throughout the paper, a new mobile application was developed to improve learning. Mobile learning environments have many promising potentials to improve learning such as facilitating learning in any environment, personalizing for a better environment, and promoting twenty-first century social interactions (Pachler, Bachmair, & Cook, 2009). Since the application is convenient to reach through mobile devices, learners might use the application when they need to refresh their knowledge on the concepts.
These concepts are crucial to know and interpret in a correct way. This paper provided an important source for people who are interested to know and realize the importance of these concepts in statistical world.

Together the information to teach the concepts of standard error and sampling distribution, and the new mobile application to teach these concepts comprise a systematic way suggesting that statistical concepts might be better taught in a way of integration of visual materials in the process of teaching. Teaching and testing complex statistical concepts in a graphical environment, might significantly boost students’ comprehension of the information taught regarding statistical concepts. Considering the importance and vitality of the concepts of standard error and sampling distribution in the field of statistics, we suggest that the new mobile application will be an alternative way to help teachers teach and also help students conceptualize and comprehend some important statistical concepts such as standard error, sample size, sampling distribution.
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