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In this study, radial basis function artificial neural network (RBFN), which 

is one of the of data mining methods, was employed to determine the 

factors affecting PISA 2015 (Programme for International Student 

Assessment - PISA),  Mathematics literacy. Mathematics literacy scores, 

which were made in categorical form with three level dependent variables, 

25 independent variables, and considered to have affected the dependent 

variables, were employed in evaluating and validating the proposed 

method. Also, in order to determine factors affecting PISA 2015 

Mathematics literacy, information obtained from a total of 4422 students 

(2165 (49%) of whom were males and 2257 (51%) of whom were females) 

who participated the exam was used. According to the obtained results, the 

correct classification rate of mathematics achievement in the radial based 

artificial neural network model was found to be 85.2%. In addition, it is 

seen that the most important factor that were affecting Mathematics literacy 

was Turkish language success status and the other variables that were 

setting significance are targeted point in school life, father education level 

and mother education level. 
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1. Introduction 

 

PISA is a large scale educational survey that was financed by Organization for Economic Cooperation 

and Development (OECD). In PISA exams; Science, Mathematics literacy and reading skills of students 

at the age of 15 are evaluated. Additionally, it collects information about the student, learning styles of 

the student, the school and family environment of the student. PISA was held in 2000 for the first time, 

and our country, Turkey, has been participating in this exam since 2003. The member countries of 

OECD and other participating countries take place in this exam, which is held once in three years 

periodically. In each session of exam, one of the skills of science, mathematics and reading is focused 

on [1, 2, 3, 4]. Initially, PISA exams are performed as paper based. Later, it was conducted as computer 

based in 2015. After then, the choice has been left to the participating countries. PISA 2015 was applied 

as computer based in our country.    

A total of 72 countries, 35 of which were OECD member countries, took part in PISA 2015 examination, 

which was the sixth of PISA application. Our country came 50th among 72 participating countries in 

PISA 2015 application. When the literature is gone through, it can clearly be seen that our mathematics 

literacy falls behind a great number of other countries [1, 2, 5, 6]. 
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The definition of mathematics literacy focuses on active participation of students in mathematics. 

Besides, the individuals are supposed to use mathematical concepts, processes, and elements and tools 

so that they can carry out mathematical reasoning, and explain and predict the events. Mathematics 

literacy can be expressed as the individuals’ skill of “formulizing”, “using” and “interpreting” 

mathematics [7]. 

Mathematics literacy is important in respect to determine the levels of teenagers to be sufficiently ready 

in mathematics applications so that they can significantly solve the problems, which they come face to 

face, and can understand the crucial subjects. Besides, through evaluating the 15 years old students, in 

the post-lives of the teenagers, this provides them to with an early warning about how they can respond 

various situations that they will encounter related to mathematics [1, 4- 6].  

In this study, it is aimed to determine the factors affecting mathematics literacy of students of 15 years 

of age in Turkey by radial based function the artificial neural networks (RBFN), which is one of the 

artificial neural networks. 

 

2. Data Mining and Artificial Neural Networks 

 

Data mining is a method, which helps the decision makers make reliable and rapid decisions by 

predicting the hidden relations, patterns and correlations between them in very large databases [8-11].  

ANN, which is one of the methods of data mining, has been widely used in recent years since it is easily 

applicable to problems and has the ability to determine the high level non-linear relations that classical 

statistical methods cannot provide [12,13]. ANN has the property of being adapted to a non-linear device 

due to the fact that each processor has a calculation power and has memory with a very tiny structure. 

Therefore, ANN is a method which can be successfully employed in classification, clustering and 

prediction in order to solve numerous problems encountered in real life [14, 15].  

ANNs are computer systems possessing properties such as discovering new information and ability to 

work countless variables by depending on the human brain operating principle [16]. ANN is formed 

with various connections of artificial neural cells and it is arranged in layer forms. According to 

structures, ANN is examined in two broad groups: feed-forward neural networks and recurrent neural 

networks [16].   

2.1.  Radial Basis Function Artificial Neural Network 
 

RBFN, which is one of the feedforward neural networks, is prevalently used in many fields such as 

modelling and controlling non-linear systems [17]. 

RBFN is a method used to predict the relation between dependent and independent variables. In general, 

artificial neural networks are accepted as a strong method in learning the existing data and in a number 

of statistical feature of such as parameter prediction, classification and optimization. RBFNs possess the 

feature revealing complex relations between prediction variables and the inferences [18, 19, 20]. RBFNs 

have advantages since they have simple network architecture, and they are faster than traditional neural 

networks that are trained by back propagation, and they are more durable against the complex problems 

related to unstable inputs [20, 21]. 

The structure of RBFN consists of a hidden layer, an input layer, and a non-linear RBFN activation 

function and a linear output layer. The figure related to this definition is shown follow [21].     

 

 

 

 

 

Figure 1. Structure of a RBFN[21] 
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Hidden layer inputs are combinations of input vector, 𝑥 = [𝑥1, 𝑥2, … … . 𝑥𝑛]𝑇. The incoming vectors are 

matched over radial based functions in each hidden layer. The output layer gives a y vector linearly 

combining the hidden node outputs so that the final output can be produced. The following formula is 

used to determine the network output: 

𝑦 = 𝑓(𝑥) = ∑ 𝜔𝑖
𝑘
𝑖=1 

𝑖
(𝑥)                     (1) 

Here, 𝜔𝑖 , 𝑖
(𝑥), and 𝑘 show ith central synaptic weight, ith radial function and total number of hidden 

nodes, respectively. Radial function is a multi-dimensional function defining the distance between pre-

defined central vector and given input vector [21]. Radial functions are specific class functions which 

have increasing and decreasing values associated with distances from the class [22].   

Normal Gaussian functions are generally used for radial based functions. The function is given below 

[23]: 


𝑖
(𝑥) = 𝑒𝑥𝑝 (−

‖𝑥−𝜇𝑖‖2

2𝑖
2 )                                                                                                               (2) 

Here, 
𝑖
 and 𝑖 show ith node centre and ith propagation width, respectively [21]. 

By employing Gaussian function, the formula that shows the network output is calculated as follows: 

𝑦 = 𝑓(𝑥) = ∑ 𝜔𝑖
𝑘
𝑖=1 𝑒𝑥𝑝 (

−‖𝑥−𝜇𝑖‖2

2𝜎𝑖
2 )                       (3) 

𝑙𝑖𝑚
⟦𝑥⟧→∞

𝜌⟦𝑥 − 𝜇𝑖⟧ = 0                                                    (4) 

Here, Gaussian basic function is accepted as central vector. In other words, it means that a RBFN 

possessing sufficient hidden neurons can approach any constant function with a large sensitive value 

clearance [21].  

Most of the learning algorithms for RBFN start with either a pre-information use or previous experience 

use by utilizing pre-determined network structure. The result of network is generally either insufficiently 

or unnecessarily complex. The convenient network structure can be obtained merely via try and do 

wrong [24]. 

Normally, learning and designing of RBFN are realized in three sections. These are to calculate 𝜎𝑖 width 

and adjust the weights 
𝑖
 centre and 𝑖. The width is fixed according to propagation of centres [20, 21]. 


𝑖

= 𝑒
(

ℎ

𝑑2‖𝑥−𝑖‖
2

),𝑖=1,2,…..ℎ
                                                                                                                (5) 

Here, h shows the number of centres and d shows the maximum distances between the chosen centres. 

Therefore; 

 =
𝑑

√2ℎ
                                                                                                                                          (6) 

The base function is associated with the smallest width of RBFN and the smallest value of d; and it 

provides that to be more selective [20, 21].  

 

3. Material 

 

 

540 thousand students, attending schools of 72 participating countries, and representing 29 million 

students of 15 years of age, took part in PISA 2015 exam. 5895 students participated in PISA 2015 exam 

(MNE, 2016). In this study, information obtained from a total of 4422 (2165 (65%) of whom were boys 

and 2257 (51%) of whom were girls) was used since the data was cleared from unnecessary information. 

In the study, to determine the factors affecting PISA 2015 mathematics literacy, the dependent variable 

of mathematics literacy mean score of students, which was made categorical as three stages and students 

questionnaire belonging to PISA 2015 Turkey example; and as independent variables: anxiety, 

motivation and epistemological scales were used. The data used in the study were obtained from 

www.pisa.oecd.org, the official web site of OECD. 

http://www.pisa.oecd.org/
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The descriptive statistics about independent variables used in this study are given in Table 1. 

 

Table 1. Descriptive statistics about independent variables  

Independent Variables Categories Frequency % 

    

 Student International Grade 

Grade 7 14 0.3 

Grade 8 68 1.5 

Grade 9 876 19.8 

Grade 10 3325 75.2 

Grade 11 133 3.0 

Grade 12 6 0.1 

Gender 
Female 2257 51 

Male 2165 49 

What is the <highest level of schooling> 

completed by your mother? 

High school 656 14.8 

Vocational/Technical High 

School 

612 13.8 

Secondary school 877 19.8 

Primary school 1700 38.4 

Non-primary school 

graduate 

577 13 

What is the <highest level of schooling> 

completed by your father? 

High school 719 16.3 

Vocational/Technical High 

School 

872 19.7 

Secondary school 1204 27.2 

Primary school 1380 31.2 

Non-primary school 

graduate 

247 5.2 

In your home: A desk to study at 
Yes 3795 85.8 

No 627 14.2 

In your home: A room of your own 
Yes 3210 72.6 

No 1212 27.4 

In your home: A quiet place to study 
Yes 3738 84.5 

No 684 15.5 

In your home: A computer you can use 

for school work 

Yes 3058 69.2 

No 1364 30.8 

In your home: Educational software 
Yes 1840 41.6 

No 2582 58.4 

In your home: A link to the Internet 
Yes 2827 63.9 

No 1595 36.1 

In your home: Books to help with your 

school work 

Yes 3741 84.6 

No 681 15.4 

In your home: <Technical reference 

books> 

Yes 1867 42.2 

No 2555 57.8 

Secondary school 70 1.6 
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Which of the following do you expect to 

complete? 

Vocational/Technical High 

School 

623 14.1 

High school 303 6.9 

College 236 5.3 

University /Graduate/ PhD 3190 72.1 

Teachers called on me less often than 

they called on other students. 

Never or almost never 1561 35.3 

A few times a year 880 19.9 

A few times a month 895 20.2 

Once a week or more 1086 24.6 

Teachers graded me harder than they 

graded other students 

Never or almost never 2485 56.2 

A few times a year 943 21.3 

A few times a month 660 14.9 

Once a week or more 335 7.6 

Teachers gave me the impression that 

they think I am less smart than I really 

am. 

Never or almost never 2639 59.7 

A few times a year 701 15.9 

A few times a month 622 14.1 

Once a week or more 460 10.4 

Teachers disciplined me more harshly 

than other students. 

Never or almost never 3058 69.2 

A few times a year 692 15.6 

A few times a month 354 8.0 

Once a week or more 318 7.2 

Teachers ridiculed me in front of others. 

Never or almost never 3319 75.1 

A few times a year 588 13.3 

A few times a month 281 6.4 

Once a week or more 234 5.3 

Teachers said something insulting to 

me in front of others. 

Never or almost never 3203 72.4 

A few times a year 654 14.8 

A few times a month 294 6.6 

Once a week or more 271 6.1 

Number of <class periods> required per 

week in mathematics. 

Low 890 20.1 

Medium 3517 79.5 

High 15 0.3 

Turkish success status 

Low 3177 71.8 

Medium 1232 27.9 

High 13 0.3 

Learning time (minutes per week) - 

<Mathematics> 

Low 989 22.4 

Medium 3342 75.6 

High 91 2.1 

 

 

4. Findings 

 

The descriptive statistics about independent variables used in this study are given in Table 1. 

Table 1. Descriptive statistics about independent variables  

Independent Variables Categories Frequency % 



O. Bezek Güre/Journal of Engineering and Technology 3;1 (2019) 1-11 

6 

 

    

 Student International Grade 

Grade 7 14 0.3 

Grade 8 68 1.5 

Grade 9 876 19.8 

Grade 10 3325 75.2 

Grade 11 133 3.0 

Grade 12 6 0.1 

Gender 
Female 2257 51 

Male 2165 49 

What is the <highest level of schooling> 

completed by your mother? 

High school 656 14.8 

Vocational/Technical High 

School 

612 13.8 

Secondary school 877 19.8 

Primary school 1700 38.4 

Non-primary school 

graduate 

577 13 

What is the <highest level of schooling> 

completed by your father? 

High school 719 16.3 

Vocational/Technical High 

School 

872 19.7 

Secondary school 1204 27.2 

Primary school 1380 31.2 

Non-primary school 

graduate 

247 5.2 

In your home: A desk to study at 
Yes 3795 85.8 

No 627 14.2 

In your home: A room of your own 
Yes 3210 72.6 

No 1212 27.4 

In your home: A quiet place to study 
Yes 3738 84.5 

No 684 15.5 

In your home: A computer you can use 

for school work 

Yes 3058 69.2 

No 1364 30.8 

In your home: Educational software 
Yes 1840 41.6 

No 2582 58.4 

In your home: A link to the Internet 
Yes 2827 63.9 

No 1595 36.1 

In your home: Books to help with your 

school work 

Yes 3741 84.6 

No 681 15.4 

In your home: <Technical reference 

books> 

Yes 1867 42.2 

No 2555 57.8 

Which of the following do you expect to 

complete? 

Secondary school 70 1.6 

Vocational/Technical High 

School 

623 14.1 

High school 303 6.9 

College 236 5.3 

University /Graduate/ PhD 3190 72.1 

Never or almost never 1561 35.3 
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Teachers called on me less often than 

they called on other students. 

A few times a year 880 19.9 

A few times a month 895 20.2 

Once a week or more 1086 24.6 

Teachers graded me harder than they 

graded other students 

Never or almost never 2485 56.2 

A few times a year 943 21.3 

A few times a month 660 14.9 

Once a week or more 335 7.6 

Teachers gave me the impression that 

they think I am less smart than I really 

am. 

Never or almost never 2639 59.7 

A few times a year 701 15.9 

A few times a month 622 14.1 

Once a week or more 460 10.4 

Teachers disciplined me more harshly 

than other students. 

Never or almost never 3058 69.2 

A few times a year 692 15.6 

A few times a month 354 8.0 

Once a week or more 318 7.2 

Teachers ridiculed me in front of others. 

Never or almost never 3319 75.1 

A few times a year 588 13.3 

A few times a month 281 6.4 

Once a week or more 234 5.3 

Teachers said something insulting to 

me in front of others. 

Never or almost never 3203 72.4 

A few times a year 654 14.8 

A few times a month 294 6.6 

Once a week or more 271 6.1 

Number of <class periods> required per 

week in mathematics. 

Low 890 20.1 

Medium 3517 79.5 

High 15 0.3 

Turkish success status 

Low 3177 71.8 

Medium 1232 27.9 

High 13 0.3 

Learning time (minutes per week) - 

<Mathematics> 

Low 989 22.4 

Medium 3342 75.6 

High 91 2.1 

 

Within the context of the study, RBFN was employed. For the analyses performed in the study, SPSS 

and MS Excel programs were utilized. As a result of the analyses conducted, it was determined that the 

hidden layer activation function turned out to be softmax, while output layer activation function was 

identity. In the analysis of RBFN, accurate classification rate about predictions is shown in Table 2. 

 

Table 2. Accurate classification rate according to RBFN 

Model Building Method RBFN 

Target Field Math achievement status 

Number of Predictors 

Input 

25 

Model Accuracy % 85.2 

Misclassification Rate % 14.8 



O. Bezek Güre/Journal of Engineering and Technology 3;1 (2019) 1-11 

8 

 

 

Figure 2. Normalized significance levels of variables according to RBFN 

When Figure 2 is examined, it can be seen that the most important independent variable affecting the 

dependent variable is Turkish Language success level, and that the other variables are the 

Epistemological belief, weekly course number. It can be said that the other variables taking place in the 

model do not have much effect on dependent variable. The relative importance levels of all independent 

variables taking place in the model are given in Table 3. 

 

Table 3. Significance levels of independent variables in RBFN architecture  

Independent Variables Importance Normalized Importance 

Student International Grade .042 % 15.8 

Gender .012 % 4.6 

What is the <highest level of 

schooling> completed by your 

mother? 

.050 % 18.7 

What is the <highest level of 

schooling> completed by your 

father? 

.052 % 19.5 

In your home: A desk to study at .019 % 7.1 

In your home: A room of your own .025 % 9.4 

In your home: A quiet place to 

study 

.018 % 6.7 

In your home: A computer you can 

use for school work 

.035 % 13.2 

In your home: Educational 

software 

.017 % 6.3 

In your home: A link to the Internet .037 % 13.8 

In your home: Books to help with 

your school work 

.020 % 7.4 

In your home: <Technical reference 

books> 

.034 % 12.8 

Which of the following do you 

expect to complete? 

.058 % 21.8 

Teachers called on me less often 

than they called on other students. 

.026 % 9.6 
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Teachers graded me harder than 

they graded other students 

.040 % 15.2 

Teachers gave me the impression 

that they think I am less smart than 

I really am. 

.035 % 13.1 

Teachers disciplined me more 

harshly than other students. 

.028 % 10.4 

Teachers ridiculed me in front of 

others. 

.029 % 10.8 

Teachers said something insulting 

to me in front of others. 

.029 % 11.0 

Number of <class periods> 

required per week in mathematics. 

.034 % 12.8 

Anxiety .014 % 5.3 

Motivation .020 % 7.7 

Epistemological Beliefs .024 % 9.0 

Turkish success status .266 % 100.0 

Learning time (minutes per week) 

- <Mathematics> 

.037 % 13.9 

 

It can be seem in Table 3 that the most significant variable is Turkish Language status with 100% 

standardized importance; just after comes the target aimed at school life with 21.8%, and then father 

education level with 19.5%, and then mother education level with 18.7%.     

 

5. Discussion and Result 

 

The aim of this study is to determine the factors affecting PISA 2015 Mathematics literacy by employing 

RBFN. In this study, where the factors affecting mathematics success of students are modelled by 

RBFN. Accuracy rate was found out to be 85.2%. When the literature is examined, in our country, no 

such a study like this one in which RBFN is used and about PISA data has not been encountered, yet 

[25, 26]. In their study, İnal and Turabik (2016) determined the accurate classification rate as 89.10% 

by multi-layer perceptron model; on the other hand, Tepehan (2011) found it as 78.6%. In addition, in 

which the multi-layer perceptron model was employed about students in [25-28].  

The most vital factor having an influence on mathematics literacy was seen to be Turkish language 

success in this study; and the other variables that set significance were found to be the objective targeted 

in school life, father and mother education levels, respectively. 

In the literature, it is known that there are a number of studies by using PISA data [1, 2, 5, 25, 29-31]. 

In parallel with our study, İnal and Turabik (2016) state that Turkish language success has an important 

effect on mathematics success. According to RBFN method, another significant variable having an 

effect on mathematics literacy is the variable called objective that the student target in his/her school 

life. When the literature has been the use of this variable has not been encountered. The other variable 

that RBFN method has found out is the father and mother education level variables. In parallel with the 

findings of our study, it is frequently seen that the father and mother education levels have had positive 

influences on the success of the student [1, 32-35]. In the literature, it is known that multi-layer 

perceptron model has been used in classification of students’ success rather than artificial neural 

networks. As an alternative to ANN, in our study, the use of RBFN is suggested.    
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