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Abstract
Solving a certain type of Fuzzy mathematical programming (FMP)
require several steps and manual intervention in the solution process.
Therefore, it reduces the optimality and increases the solving time. In
this research, a methodology is pre-sented that, in addition to being
applicable to all types of FMPs, increases optimali-ty and reduces the
solving time. The proposed method generates improved solutions in
less time and requires less monitoring during the problem-solving proce-
dure.
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1. Introduction
Fuzzy mathematical programming were developed to handle problems encoun-tered

in real-world applications. The following list shows FMP applications are nu-merous and
diverse [35]:
Agricultural economics:

• Analysis of water use in agriculture
• Farm structure optimization problem
• Regional resource allocation
• Water supply planning Assignment problems:
• Network location problem

Banking and finance:
• Capital asset pricing model
• Profit apportionment in concern
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• Bank hedging decision
• project investment
• Environment management:
• Air pollution regulation problem
• Energy emission models

Manufacturing and production:
• Aggregate production planning problem
• machine optimization problems
• magnetic tape production
• optimal allocation of production of metal
• Optimal system design
• Crude oil manufacturing
• production-mix selection problem
• production scheduling

Personnel management:
• Coordination of personnel demand and available personnel structure

Transportation:
• Transportation problem
• Truck fleet

There are many types of FMPs, and specific methods are recommended for solv-ing each
type. Bector and Chandra described these types and classification [4]. Also, there is no
particular way to solve different FMP types. These diverse method mentioned by Lai and
Hwang came in table 1 [26]. In addition, many of these methods require several steps[9],
[42], [45]and manual intervention in the solving process[13],[12],[21],[17], [40], [28], [29],
[20], [38] and [7]. Therefore, it reduces the optimization and increases the resolution time.
In this research, a method has been proposed that, in addition to being applicable to all
types of FMPs, increases the optimality and reduces the solving time. For more detailed
difficulties and weaknesses of common methods and the proposed meth-od contribution
to cover them see Comparison with the Common FMP Solving Methods section. FMP
encompasses a wide array of methods [1],[15], [44]. The most convention-al form of a
linear programming (LP) problem is formulated as follows:

max cx

Subject to
ax ≤ b

x ≥ 0

Where x ∈ Rn,c ∈ Rn, b ∈ Rn and A ∈ Rm × Rn.
FMP problems can be generally classified into the following sub-classes[25], [24], [36],
[47], [4]:

i. Linear programming problems with fuzzy inequalities and a crisp objective function,
ii. Linear programming problems with crisp inequalities and a fuzzy objective function,

iii. Linear programming problems with fuzzy inequalities and a fuzzy objective function,
iv. Linear programming problems with fuzzy resources and fuzzy coefficients, also termed

linear programming problems with fuzzy parameters, where the components of c, b
and a are fuzzy numbers.

Alike the classification put forward by Bector and Chandra[4], Lai and Hwang[26], too,
classified their solution methods in terms of the fuzzy parameter types. These methods
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may be used alongside the linear, nonlinear, integer and other types of conventional
mathematical programming problem-solving methods.

Table 1. FMP problems types and solution methods

Problem Condition Solving Method
1. Fuzzy b 1-1- Verdegay method [41]

1-2- Werners method [45]
2-1- Zimmermann method [48]

2. Fuzzy z, b 2-2- Chanas method [9]
2-3- IFLP-1method [27]

3. Fuzzy c 3-1- Verdegay method
4. Fuzzy a or b, cor a, bor a, b, c 4-1- Carlsson and Korhonen method [8]
5. Fuzzy a, z or a, b, z 5-1- Lai & Hwang method [26]
6. Expert Support System in Decision-making 6-1- IFLP-II method [27]

Table 1 summarizes the primary FMP solution methodologies. Recently, Sakawa,
Katagiri, and Matsui [37], presented an interactive two-level procedure that solves FLP
problems similar to the works of Chanas [9], Verdegay [42] Werners [45] and Zimmermann
[48]. Wan and Dong [43] introduced a methodology with trapezoi-dal fuzzy. Farhadinia
[14] performed sensitivity analysis in linear programming problems with interval-valued
trapezoidal fuzzy numbers similar to the works of Carlsson and Korhonen [8], Verdegay
[42], [45], Zimmermann[48] and Chanas[9]. As evident from the tables, a number of recent
FMP solution methodologies also come under the classification by Lai and Hwang [26]. In
this work, we compare our proposed method with those given in Table 1. Some additional
recent applications of FMP methodologies in practice are given in the works of [2], [3],
[6], [10], [15], [18], [30], [31], [32], [33], [34]). This paper proposes a novel defuzzification
method for solving FMP problems by using a large M coefficient. Then this method
applied to a vast variety of FMPs and compared with the common FMP solving methods.
The proposed method exhibits superior performance over its counterparts by generating
improved solu-tions in less time and requires less monitoring during the problem-solving
procedure. In the conclusion, brief advantages of the proposed method and possible
future researches are presented.

2. Common Defuzzification Method
Various FMP solving methodologies have been proposed to date and defuzzifica-tion

is one of the most widely used. Defuzzification has numerous sub-types and is followed
by conventional mathematical programming methods to yield the final solution. Here, a
common defuzzification method given in[23] is used. Consider the following type of FMP
problem:

max
∑

cixi

Subject to

(ax)i ≤ b̃i

xi ≥ 0

(2.1)

Where all values of i, b̃i are assumed fuzzy numbers and (2.1) could be given as the fuzzy
inequality below:
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max
∑

cixi

Subject to

(ax)i ≥ b̃i

xi ≥ 0

(2.2)

(2.1) and (2.2) are the same provided membership functions of the fuzzy parame-ters
and equalities for the two problems are equal. In common defuzzification methods[23],
the FMP problem is solved in the follow-ing way:

2.1. Definition. For each i, ti there exists a crisp parameter that will replace the fuzzy
parameter b̃i (i.e., defuzzification).

2.2. Definition. For each i, α+ and αi are the membership degrees of ti in the fuzzy b̃i
number such that:

α+
i =

1

(HTi − LTi)
(HTi − ti)

α−
i =

1

(MTi − LTi)
(ti − LTi)

Where HTi,MTi, and LTi are the upper bound, highest point and lower bound in the
fuzzy number domain, respectively. See Figure 1.

Figure 1. Membership function

2.3. Definition. h is the minimum membership degree of all fuzzy parameters (α±
i s)

that are chosen based on the respective choice of ti. In other words, h is the certainty
level of the lower bound. The above formulation follows the concept of FMP as described
by Zimmermann[49]. This formulation is in agreement with Bellman and Zadeh [5] in
which the best set of solutions is found for the worst-case scenario with the goal and the
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constraints at maximum certainty levels. h = maxmin[α±
i ]:

maxh

Subject to
(ax)i = ti

h ≤ α+
i

h ≤ α−
i

0 ≤ h ≤ 1

xi ≥ 0

(2.3)

To solve P1, it should be first defuzzified and then, common mathematical pro-gramming
methods such as simplex can be applied to solve the problem. The pro-posed method in
this work is a revised version of the common methods and yields a better defuzzification
method.

3. The Proposed Method
Consider the common method in [23] and its parameters. If h is assigned a large

coefficient and the resulting statement is substituted into the objective function, improved
results will be obtained, the description of which will be provided later. Following the
naming convention for the big M method used for solving prob-lems with "greater-than"
or "less-than" constraints, the new coefficient is also named M. Coefficient M should
be large enough to impose searching for the big-gest (optimal) h that is possible. The
amount of M is described in the following sec-tions. In addition, the proposed method
gives the option to trade-off between h and Z. In this situation, we could reduce M by a
certain amount, so we could reach a solution by a certain amount of lesser h but better
Z

max(Mh+
∑

cixi)

Subject to
(ax)i = ti

h ≤ α+
i

h ≤ α−
i

0 ≤ h ≤ 1

xi ≥ 0

(3.1)

By employing this method and applying a few modifications to it, many types of FMP
problems will be handled. In this method, the defuzzification and solving phases are
carried out simultaneously. The remainder of the paper is dedicated to the comparison of
this method to common defuzzification methods also the pri-mary FMP solving methods.

3.1. Notes. If a or c is fuzzy this proposed method could be applied in the same way
de-scribed above.

4. Comparison with the Common Defuzzification Method
4.1. Proposition. In the above conditions, h values are equal but the objective func-
tion in the pro-posed method has either superior or, in its least, equal performance than
common defuzzification methods.
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Proof. If many solutions yield the same h (α0
i and α∗

i ), the common method (two-
phase method) will select one of the solutions (α0

i ) indifferently followed by problem
de-fuzzification. Then, in the second phase, the method will find a solution for the prob-
lem. On the other hand, if there exists a solution in the first phase such that a different
defuzzified problem is yield with a better solution (α∗

i ), the proposed method chose this
one (α∗

i ) and results in an improved solution.

Values/Methods Common Defuzzifica-tion
Method

Proposed Defuzzification
Method

h value h = minα0
i = minα∗

i (h are equal in both methods)
αi values α0

i α∗
i

ti Values t0i (as Definition 2) t∗i (as Definition 2)
x crisp formulas ax = t0i ax = t∗i
x optimal Val-ues x0

i x∗
i

z optimal Value z0 =
∑

cix
0
i z∗ =

∑
cix

∗
i

Comparison z0 ≤ z∗

�

4.2. Example. Consider the assumptions in Proposition 4.1 for the following example.
maxX1 + 5X2

X1 −X2 ≤ b̃1

X1 + 3X2 ≥ b̃2

X1, X2 ≥ 0

Where the fuzzy parameters are as follows

α+
1 =− 0.02t1 + 2.4

α−
1 =0.04t1− 3

α+
2 =− 0.01t2 + 2.3

α−
2 =0.05t2− 5

The following results are obtained for the given problem coded in GAMS 23.3 and solved
by the CPELX solver
The two-phase method- Phase 1:

Result

VARIABLE X1.L = 95.500
VARIABLE X2.L = 5.500
VARIABLE h.L = 0.600
VARIABLE t1.L = 90.000
VARIABLE t2.L = 112.000
VARIABLE a1l.L = 0.600
VARIABLE a1h.L = 0.600
VARIABLE a2l.L = 0.600
VARIABLE a2h.L = 1.180

TIME = 0.031 SECONDS
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The two-phase method - Phase 2 (replacing t1 by 90 and t2 by 112):

Result

VARIABLE X1.L = 95.500
VARIABLE X2.L = 5.500
VARIABLE z.L = 123.000

EXECUTION TIME = 0.000 SEC-
ONDS

The proposed one-phase method:

Result

VARIABLE X1.L = 110.000
VARIABLE X2.L = 20.000
VARIABLE obj.L = 210.000
VARIABLE h.L = 0.600
VARIABLE t1.L = 90.000
VARIABLE t2.L = 170.000
VARIABLE a1l.L = 0.600
VARIABLE a1h.L = 0.600
VARIABLE a2l.L = 3.500
VARIABLE a2h.L = 0.600

EXECUTION TIME = 0.000 SEC-
ONDS

The above example displays the statement in Proposition 4.1. Here, x1 and x2 are
different but h is the same in both methods. Moreover, the α±

i s and the determinant of
h value are different whereas h itself is equal to 0.6 in both cases. It is evident from the
above example that with different objective values, the proposed method leads to nearly
70 percent improvement in the value of the objective function. It is worth noting that
the processing time of the proposed method is shorter. It is negligibly small compared
to the total processing time of the two-phase method that is 0.031 seconds. In addition,
a trade-off can be achieved between membership degree and optimality in the one-phase
method while the two-phase method seeks to increase the membership degree anyway.
Moreover, it leads to loss of a great proportion of the objective function. In other words, a
trade-off can be achieved in the one-phase method between optimality of h and optimality
of

∑
cixi by varying coefficient m.

4.3. Proposition. Consider the case where a decision-maker prefers losing certainty by
h0 to gain optimality by z0. This preference is taken into account in the solution process
if M is set to be less (more) than z0 (h0), and if the problem is a maximization problem
(minimization).

Proof. Suppose there exists a solution in which a change of △z in the objective function
and a change of − △ h in certainty levels are observed. The total objective function is
then changed by:

M △ h+△z
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This solution is selected when the below expression is positive (negative) and if the
problem is maximization (minimization).

−M △ h+△z ≥ 0 ⇒ M ≤ △z/△ h

Values/Methods Common Defuzzifica-tion
Method

Proposed Defuzzification
Method

h value h1 = minα1
i = h h2 = minα2

i = h− h0

αi values α1
i α2

i

ti Values t1i (as Definition 2) t2i (as Definition 2)
x crisp formulas ax = t1i ax = t2i
x optimal Val-ues x1

i x2
i

z optimal Value z1 =
∑

cix
1
i z2 =

∑
cix

2
i ≥ z1 + z0

Comparison h1 ≥ h2butz1 ≤ z2

Proposition 4.3 is described in the following example. �

4.4. Example. Consider the above assumptions for the following example.
max 4X1+X2

4X1 −X2 ≥300

5X1 −X2 ≤1800

X2 ≤b̃1

X1, X2 ≥0

Where the fuzzy parameters are as follows
α+
1 =− 0.0005 ∗ t2 + 0.86

α−
1 =1

The following results are obtained for the given problem coded in GAMS 23.3 and solved
by the CPELX solver.

Result

VARIABLE X1.L = 360.000
VARIABLE X2.L = 0.000
VARIABLE obj.L = 1440.000
VARIABLE h.L = 0.860
VARIABLE t1.L = 0.000
VARIABLE a1h.L = 0.860

EXECUTION TIME = 0.000 SEC-
ONDS

A value of M = 100000 can be interpreted as infinite and given this value of M; we
wish to increase parameter h as great a value as possible. By setting M to1000, we have
preferred one unit of membership degree to 1000 units of

∑
cixi. Therefore, if there

exists an alternative solution with more than 1000 units of
∑

cixi such that the value of
h is reduced by 1 or less, it would be the solu-tion of choice. However, not many solutions
exist for M = 1000and the results are therefore the same. For instance, reducing M to
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even a value of 400 results in the failure of the solu-tion. However, a different solution
is yielded if we set M to 399. In other words, the different solution leads to the above
preference.

Result

VARIABLE X1.L = 233.333
VARIABLE X2.L = 633.333
VARIABLE obj.L = 1566.667
VARIABLE h.L = 0.543
VARIABLE t1.L = 633.333
VARIABLE a1h.L = 0.543

EXECUTION TIME = 0.000 SEC-
ONDS

Performing the following calculations shows that the above conditions for obtain-ing
an alternative solution are satisfied.

△z =1566.667− 1440.000 = 126.667,△h = 0.860− 0.543 = 0.317,

△z/△ h =399.580,M = 399 < 399.580

5. Comparison with the Common FMP solving Methods
In this section advantages of the proposed method in comparison with the com-mon

methods for different types of problems and their corresponding solution methods (Table
1) are discussed.
First’: The proposed method is applicable to a wide area of FMP problems so it is
comprehensive. This method eliminates the need for using different solution methods for
different FMP problems, as mentioned earlier in the literature review section. Even more
recent researches [13], [12], [21] , [16], [40], [28], [29], [19], [38], [7] could only be applied
to a particular sub-type of a given problem with particular condi-tions, such as equality
constraint and etc.
Second: The proposed method improves solution objective function compared to the
two-phase defuzzification methods. Because in the two-phase method the problem is
defuzzified first, so a certain degree of certainty is chosen for solving. Therefore, ob-
jective function optimality is sought. In the common methods, a fixed value (degree of
satisfaction) is assigned to the certainty level. As described above, in the process some
better solution may be omitted in phase one. Therefore, in the common methods, this is
possible that bet-ter value of the objective function is missed. A number of such methods
are pro-posed in[9], [42], [45] [48].
Third: The proposed method has the ability to achieve a trade-off between cer-tainty
and optimality as previously described. This type of trade-off is not present-ed in ex-
isting methods. The emphasize in these methods has been on the paramet-ric solutions
in sensitivity analyses that make trade-off a difficult task to achieve. The methods of
[45], [9] and[48] target certainty maximization without considering the loss of optimality.
Methods such as [42], [39] created a table for achieving a trade-off between cer-tainty
and optimality. However, a number of difficulties were still present:

• Manual intervention was required to achieve the trade-off,
• Increasing the number of α (certainty degree) levels leads to a more precise final

solution, but a a longer time is needed. An increase in the number of certainty
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levels makes manual decision-making a more complicated task for the decision-
makers.

• The proposed method yields equal or superior solutions, Irrespective of the num-
ber of certainty levels intended for creating the table. The advantage of the
proposed method could be explained by its search for optimality in continues
solution space. Decision-making in the other methods takes place in a discrete
solution space.

Fourth: Most of the common methods assign the same parameter (α ) to all S. Therefore,
It creates a smaller solution space and leading to a reduced value of h or/and z as a
consequence. Examples of such methods (as given in Table 1) are the following:

• Fuzzy b Verdegay [41] method
• Fuzzy z, b Zimmermann [48] method
• Fuzzy c Solving dual problem by Fuzzy b method
• Fuzzy a, b, c - Carlsson and Korhonen[8] method

5.1. Proposition. . The common methods that assign the same value to all αis cause
the solution space becomes successively smaller when the number of constraints increases.

Proof. Suppose two fuzzy parameters b̃1 and b̃2.α1 determine h (a1 is equal or less than
a2) and a2 could have any value equal or greater than a1. By employing this constraint,
a2 will be fixed to a single value and the problem solution space will lessen. Moreover,
there may be no feasible solution. The following example provides further description of
the issue.

Values/Methods Common FMP solv-
ing Methods

Proposed Defuzzifi-
cation Method

h value h = minα0
i = minα∗

i (h are equal in both methods)
αi value α0

i (all α0
i s are equal) α∗

i

tiValues t0i (as Definition 2) t∗i (as Definition 2)
x crisp formulas ax = t0i ax = t∗i
x optimal Values x0

i x∗
i

z optimal Value z0 =
∑

cix
0
i z∗ =

∑
cix

∗
i

Comparison z0 ≤ z∗

�

5.2. Example. Consider the above assumptions (i.e., setting all ais equal) for the fol-
lowing example.

max 5X1 +X2

X1−X2 = b̃1

X1 + 3X2 = b̃2

X1 ≥ b̃3

X1, X2 ≥ 0
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Where the c is as follows

α+
1 =− 0.02 ∗ t1 + 2.4

α−
1 =1

α+
2 =1

α−
2 =0.05 ∗ t2− 5

α+
3 =1

α−
3 =0.04 ∗ t3− 4.4

The following results are obtained for the given problem coded in GAMS 23.3 and solved
by the CPELX solver.
The common methods (setting all ais equal):

Result

VARIABLE X1.L = 111.613
VARIABLE X2.L = 5.161
VARIABLE obj.L = 563.226
VARIABLE h.L = 0.065
VARIABLE t1.L = 116.774
VARIABLE t2.L = 101.290
VARIABLE t3.L = 111.613
VARIABLE a1h.L = 0.065
VARIABLE a2l.L = 0.065
VARIABLE a3l.L = 0.065

EXECUTION TIME = 0.000 SEC-
ONDS

The proposed method:

Result

VARIABLE X1.L = 113.333
VARIABLE X2.L = 0.000
VARIABLE obj.L = 566.667
VARIABLE h.L = 0.133
VARIABLE t1.L = 113.333
VARIABLE t2.L = 113.333
VARIABLE t3.L = 113.333
VARIABLE a1h.L = 0.133
VARIABLE a2l.L = 0.667
VARIABLE a3l.L = 0.133

EXECUTION TIME =0.000 SEC-
ONDS
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As explained above, the example shows that the proposed method increases the value
of the objective function slightly and almost doubles the certainty level. In more com-
plicated problems that some equality or other restrictive constraint is in place, even the
common methods may not lead to a feasible solution while the proposed method will do.
Fifth: In many methods, the fuzzy numbers should be in a particular form to make the
method capable of solving the problem. For example, If the fuzzy numbers are two-sided,
we have α−

I and α+
J and if allα±

I S is same, there will be no solution.
Sixth: Some of the methods [8] solve the problem parametrically, thus, take a longer
time to complete and require manual control during the solution process.
Seventh: z0 and z1 (the maximum and minimum values of the objective function due
to fuzzy parameters, respectively) in methods such as[42], [45] and [48] or p0 and b0
(the slope and the initial point) in methods such as [9] should be determined prior to
problem-solving. This issue makes problem-solving more difficult and causes loss of bet-
ter solutions as mentioned above.
Eighth: A number of methods such as[42], [22] perform discrete decision-making. These
methods provide tables that represent discrete solutions, their least membership degree
and objective functions. However, there may be better solutions between the two dis-
crete decision points. In addition, the decision-maker should manually select one of the
determined solutions.

6. Conclusion
FMP is classified into different types based on the diversity of its solution methods

and fuzzy number forms [11], [14], [16], [13], [43], [46] . In this paper, we proposed a novel
FMP solution methodology intended for application to all types of FMPs. The proposed
methodology has a number of distinct advantages over the already existing common FMP
methodologies; this is a comprehensive method that ena-bles application of the proposed
method to all types of FMP problems (i.e., differ-ent methods and fuzzy number forms),
generation of superior, faster and more optimal solutions due to a continuous solution
space, computerized, faster and more precise trade-off between certainty and optimality
otherwise not attainable in the existing methods, obtaining feasible solutions in certain
problems for which the common methods return no solution, reduced processing time
and no need for manual control of the solution process given the non-parametric nature
of the solu-tion.
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