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Abstract 

The galaxies, are the systems consisting of stars, gas, dust and dark matter combined with the gravitational force. There 
are billions of galaxies in the universe. Since the cost of examining each galaxy one by one is high, the classification of the 
galaxy is an important part of the astronomical data analysis. Galaxies are classified according to their morphologies and 
spectral properties. Machine learning methods aiming the revealing of  hidden pattern within the data set by analyzing the 
available data, can be used to estimate unidentified natural groups of galaxies. This will save time and cost for both 
researchers and astronomers. This study has been classified five-variables (Right ascension, Declination, Magnitude, 
Velocity, and Sigma of Velocity) of 4215 galaxies. Galaxies whose natural groups were determined with IDL were classified 
by using machine learning algorithms with Weka program. Bayes classifier methods, Naive Bayes and Bayes net, Decision 
tree methods J48, LMT and Random Forest algorithms, Artificial Neural Networks Multilayer Perceptron and Support 
vector classifier methods were used. The obtained classification results were compared with the natural groups and the 
predictive performance of the methods were evaluated.  
Keywords:  Galaxies Classification, Classification Algorithms, Machine Learning, Shapley Concentration Region 

MAKİNE ÖĞRENİMİ İLE SHAPLEY KONSANTRASYON BÖLGESİNDE 
GALAKSİLERİN SINIFLANDIRILMASI 

Özet 

Galaksiler, kütle çekim kuvvetiyle bir arada bulunan yıldızlar, gaz, toz ve karanlık maddeden meydana gelen sistemlerdir. 
Evrende milyarlarca galaksi bulunmaktadır. Her bir galaksinin tek tek incelenmesinin maliyeti yüksek olduğundan galaksi 
sınıflandırması astronomik veri analizinde önemli bir yer tutmaktadır. Galaksiler morfolojilerine ve spektral özelliklerine 
göre sınıflandırılmaktadır. Veri seti içindeki gizli örüntüyü ortaya çıkarmayı amaçlayan makine öğrenme yöntemleri 
mevcut veriyi analiz ederek doğal grupları henüz tespit edilmemiş olan galaksilerin hangi gruba ait olduğunu tahmin 
etmek amacıyla kullanılabilir. Bu da gerek araştırmacılara gerekse astronomlara zaman ve maliyet açısından kazanç 
sağlayacaktır.  Bu çalışma da Shapley Konsantrasyon bölgesindeki 4215 galaksi, 5 değişken (enlem, boylam, parlaklık, hız 
ve hızdaki sapma) dikkate alınarak sınıflandırılmıştır.  IDL programlama ile doğal grupları tespit edilen galaksiler Weka 
programı ile makine öğrenme algoritmaları kullanılarak sınıflandırılmıştır. Bayes Sınıflandırıcı yöntemlerinden Naive 
Bayes ve Bayes net,  Karar Ağaçları yöntemlerinden J48, LMT ve Random Forest algoritmaları, Yapay Sinir Ağlarından Çok 
Katmanlı Algılayıcılar ve Destek Vektör sınıflandırıcı yöntemleri kullanılmıştır. Elde edilen sınıflandırma sonuçları doğal 
gruplarla karşılaştırılmış ve yöntemlerin tahmin performansları değerlendirilmiştir. 
Anahtar Kelimeler: Galaksi Sınıflandırması, Sınıflandırma Algoritmaları, Makine Öğrenmesi, Shapley Konsantrasyon 
Bölgesi 
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1.  Introduction 

The galaxies are huge systems consisting of stars, gas, 
dust and dark matter combined with gravity. There are 
billions of galaxies in the universe. Since the cost of 
examining of each galaxy one by one is high, the 
classification of the galaxies has an important place in 
astronomical data analysis. Galaxies are classified 
according to their morphologies and spectral 
characteristics. The galaxy classification was first made 
by Edwin Hubble in 1926. In this study, galaxies were 
classified into three main groups: elliptical, spiral and 
irregular, which are known as the Hubble Scheme and 
then accepted as a common form of morphological 
classification [1].  

Parallel to the developments in recent years in the 
technology of celestial bodies, stars and carried out 
numerous observations of galaxies and celestial bodies 
are newly identified. By observing the properties of the 
sky bodies obtained as a result of observations able them 
to be classified according to their similarities. The 
classification of a galaxy is very important in terms of 
astronomical data analysis. Galaxies are basically 
classified in two different ways: morphological and 
spectral classifications. Morphological classification is 
performed by examining the brightness and density of 
the galaxies. Spectral classification is based on the stellar 
populations and emission-line properties of galaxies. In 
this study, morphological classification is discussed. 
Large catalogs have been produced which provide more 
compact information to the researchers by classifying the 
galaxies determined according to the similarities of the 
identified galaxies.  

There are some studies contained the morphological 
classification of galaxies in literature. Galaxies were first 
identified into three main groups, elliptical, spiral, and 
irregular by Edwin Hubble using the Hubble scheme 
which is considered as a morphological classification.  
[1]. The elliptical, spiral and irregular classes defined in 
the Hubble scheme were studied in four groups including 
lenticular galaxies [2]. Sandage has worked on the sub 
classification of previously known as Hubble classes [3]. 
Lotz et al. [4] investigated the clustering measurements 
of 148 bright Hubble galaxies.  They showed that the Gini 
coefficient of bright-core galaxies is high, the galaxies 
with multiple cores and the galaxies with bright tidal tails 
have a second-order relative distribution M (20). 
Dressler [5] showed that galaxies were clustered 
according to galaxy densities rather than distances to the 
cluster center. He stated that spiral and regular galaxies 
clustered irregularly according to density and this 
situation was caused by the relationship between 
morphology and local galaxy density.   

Kasivajhula et al. [6] studied 119 astronomical images 
and examined the performance of classification 
algorithms according to the classification labels from the 
Zsolt Free catalog. As a result, they showed that the 
Random Forest algorithm performance was higher. 

Mariben et al. [7] examined 152 galaxies in 24 
astronomical layers from the INAOE dataset, which 
contain astronomical strata, obtained from the Schmidt 
camera over a 50-year period. However, due to the 
insufficient numbers, they produced artificial samples 
with the transformations obtained from the original 
observations. That work has shown that the Random 
Forest algorithm performs better than the Naive Bayes 
algorithm and contributes significantly to the 
classification performance of artificial samples. Miller 
and Coe [8] made a morphological classification with 
98% accuracy using Self Organizing Map to distinguish 
stars and galaxies. In that study, Bailin and Harris [9] 
examined the data of the Sloan Digital Sky Survey (SDSS), 
which includes a large number of sky studies, and 
identified three types of galaxies. They identified that the 
galaxies defined as an early type are red, high density and 
round shaped, whereas the galaxies defined as late-type 
are low density, disc form and blue. The results were 
consistent with the data in the Millennium Galaxy 
Catalog.  

Gauci et al. [10] used decision tree learning algorithms 
and fuzzy inference systems to distinguish between 
galaxy types and galactic objects. The results were 
compared with the Galaxy Zoo catalog and the Random 
Forest method has the best match. In the study by 
Gauthier et al.  [11], galaxies were classified as spiral, 
elliptical, round, disc or other and random forest method 
provided the best performance (67%). In addition, a 
regression model was used to estimate the galaxy classes. 
Dobrycheva et al. [12], used color indices and classified 
the galaxies into three groups such as elliptic, 98% for 
spiral, 88% for spiral and 57% for irregularity. It has 
been found that the Random Forest method provides the 
highest accuracy as a result of classification using Naive 
Bayes, Random Forest and Support Vector Machine 
methods. Remya and Mohan [13] used a convolutional 
neural network for galaxy classification. The network 
was trained with data from the Galaxy Zoo Project and 
the galaxy morphology was estimated directly from the 
raw pixel data. Selim et al. [14] in the Zsolt Frei catalog 
[15], a set of 113 images and a test set of 20 images were 
used to classify galaxies and they showed that galaxies 
could be automatically classified with a 93%accuracy 
relative to the classical classification. Goderya and 
Lolling [16] have shown that an automatic galaxy 
classification based on shape properties and an artificial 
neural network can be developed for geometric shape 
classification. Abell [17] has cataloged the galaxies in the 
Northern Hemisphere according to the Richness, Density, 
Distance Galactic Latitude criteria. Abell [18] also 
included in this catalog the 1,361 clusters in the Southern 
Hemisphere. Driver et al. [19] cataloged the galaxies 
according to intensity and brightness.  

Machine learning (ML) methods aimed at revealing the 
hidden pattern in the data set by analyzing the available 
data can be used to estimate the group of galaxies whose 
natural groups have not yet been determined. This will 
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save time and cost for both researchers and astronomers. 
For this purpose, 4215 galaxies in the Shapley 
concentration region [20] were classified according to 
the five variables (Right ascension, Declination, 
Magnitude, Velocity, and Sigma of Velocity). Galaxies 
with natural groups IDL were classified by using machine 
learning algorithms with Weka program. Bayesian 
classification methods, Naive Bayes and Bayes net, 
Decision tree methods J48, LMT, and Random Forest 
algorithms, Artificial Neural Networks Multilayer 
Perceptron and Support vector classifier methods were 
used. The obtained classification results were compared 
with the natural groups. The comparison of predictive 
performances of the methods were also made.  

2. Material and Method 

In this study, the galaxy observations of the Shapley 
concentration area [20] were used. The data were 
obtained from a 24-inch Bruce telescope in the 
Bloemfontein in 1930.  The galaxies in the Shapley 
concentration region are in 8 different groups in the 
catalog created by Abell [17, 18]. These groups were 
accessed from the VizieR database [21]. 

2.1. Machine Learning 

ML is a general name given to the approaches producing 
their own information by extracting patterns from raw 
data with the help of intelligent systems. ML makes 
possible to solve the real-world problem by computers. A 
simple ML algorithm such as Support Vector Machines 
and Naive Bayes, can predict whether an observation 
belongs to a predefined class. The performance of ML 
algorithms depends on the representation of the data.  
Each piece of information involved in the representation 
of data is known as a feature. Many real-world problems 
can be solved by designing the right set of features to 
reveal these problems and then using a simple ML 
algorithm that processes these features. It is 
nevertheless difficult to know what features should be 
extracted for many tasks [22].  

In this paper, we use eight classification algorithms Bayes 
Nets, Naive Bayes, Multilayer Perceptron, Support Vector 
Machines, J48, Logistic Model Tree and Random Forest of 
the Weka interface. When comparing the performance of 
all algorithms we found the Logistic Model Tree is a 
better algorithm in most of the cases in terms of 
estimation to galaxies natural groups.  

2.2.  Classification  

Classification is a technique to predict the class of given 
data points. Classes are called as labels or categories. 
Classification predictive modeling is an approximation 
function from independent variables to the categorical 
dependent variable. There is a lot of classification 
algorithms in machine learning such as neural networks, 
support vector machines, decision tree, Bayesian 
classifiers [22].  

2.3. Neural Networks 

Neural networks are the basis of machine learning by 
modeling the learning principle of the human brain. The 
architecture of the neural networks generally consists of 
one input layer, one or more hidden layer, and one output 
layer. Each layer may have a different number of 
neurons. Network architecture may vary depending on 
the problem of interest. During the learning phase, the 
network learns by adjusting the weights so as to be able 
to predict the correct class label of the input tuples [23]. 
Multilayer Perceptron (MLP) network is used to solve the 
classification problems. For a classification problem, the 
number of neurons in the input layer is equal to the 
number of variables, and the number of neurons in the 
output layer is up to the number of classes.  MLP uses the 
multilayer feed-forward neural network approach to 
classify data [24, 25]. An example of a multilayer feed-
forward network is shown in Figure 1. 

 
Figure 1. Multilayer Network Model 

2.4.  Support Vector Machines 
Support Vector Machines (SVM) is a machine learning 

method in which data is divided into two or more classes 

with the help of decision planes that define decision 

boundaries. A decision plane separates a set of objects into 

their respective groups with a line or plane. Most 

classification tasks are needed in complex structures in order 

to make an optimal separation. SVM handles an iterative 

training algorithm, to construct an optimal hyperplane which 

is used to minimize an error function. SVM has kernel 

functions which are converted non-separable problem to 

separable problem such as linear, polynomial, radial basis 

function, sigmoid and etc.  These functions are the most 

useful in the non-linear partition problem. Thanks to them 

SVM can perform the process to divide the extremely 

complex data based on the labels [26]. An example of a 

multilayer feed-forward network is shown in Figure 2. 
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Figure 2. Support Vector Machine 

2.5.  Decision Tree 

Decision Trees (DT) is one of the supervised learning 
methods and it uses to make inferences about the 
occurrence of consecutive events. DT aims to divide a 
data set containing a large number of observations into 
smaller sets using a set of rules. It consists of branches 
starting from a hill and descending downwards. Both 
categorical and numerical data can be used in the 
classification. DTs compose of three basic components: 
root node, internal node, and leaf node. The internal 
nodes represent a condition based on which the tree 
divides into branches/edges.  The leaf nodes represent a 
decision. In real data sets with a lot of features, DTs can 
produce simple and fast solutions. DT makes a variable 
selection or selection of features. An important 
advantage of DTs is that non-linear relationships 
between parameters do not affect tree performance. In 
this study, the main DT methods J48, LMT, and Random 
Forest algorithms were used for bone age estimation 
[27]. 

2.5.1. J48 

J48 algorithm is a popular ML algorithm adapted from 
J.R. Quinlan C4.5 algorithm.  The aim of this algorithm is 
to create the DT which provides the highest knowledge 
and makes the least number of branches. For this 
purpose, the algorithm calculates firstly the class entropy 
value [28, 29]. Then it calculates the information value of 
the variables for each class and the information gain of 
each variable. The variable with the highest information 
gain is determined as the root node. When the variables 
are continuous, the Gini index is used and the division is 
performed with the variable having the lowest Gini index 
that disrupts the continuity. For detail information about 
the J48 algorithm can be seen in the papers, Quinlan  [27]. 

2.5.2. LMT 

The logistic regression tree (LMT) is a unsupervised 
machine learning method which is obtained by 
combining the logistic regression and decision tree.  A 
logistic model tree basically consists of a standard 
decision tree structure with logistic regression functions 
on the leaves. The logit Boost algorithm is used to 

generate a logistic regression model from each node of 
the tree [30].  

2.5.3. Random Forest 

Random forest is a decision forest composed of multiple 
decision trees.  Random Forest searches for the best 
feature in a random property subset, rather than 
searching for the most important feature when dividing 
a node. It usually has better modeling performance as it 
adds additional randomness to the model while growing 
trees [31]. 

2.6.  Bayesian Classifiers  
Bayes classification is a probability-based classification 

approach based on Bayes' theorem. A Bayesian classifier 

estimates the probability of class membership that a given 

tuple belongs to a particular class. Bayes Theorem is given 

as follow. 

𝑃(𝐴|𝐵) =
𝑃(𝐵|𝐴)𝑃(𝐴)

𝑃(𝐵)
 , 𝑃(𝐵) > 0 

(1) 

𝑃(𝐴) and 𝑃(𝐵) are marginal probability of events A and 
B respectively.  𝑃(𝐴|𝐵) is a the conditional probability of 
A given B, 𝑃(𝐵|𝐴) is the conditional probability of B given 
A.  Bayesian networks and Naive Bayes classifiers are the 
most popular classifiers used in machine learning. 

2.6.1. Naive Bayes (NB)  

The Naive Bayes classifier calculates the odds for each 
variable separately and selects the most likely result 
from them. It assumes that the variables are 
independent. Even in cases where the assumption is 
clearly false, the Naive Bayesian classifier can give good 
results [32]. 

2.6.2. Bayesian Networks (BN) 

Bayesian networks are included in network models 
based on conditional probability. Bayesian networks 
show the conditional probability relations between 
variables and the common probability distribution 
between variables on a network structure [33]. 

3. Performance Criteria 

3.1. Correctly Classified Instances Rate (CCIR) 

CCIR is a measure of the accuracy of the model used in 
the evaluation of methods. It is obtained by calculating 
the ratio of the observations classified in the model to all 
observations.  

3.2. Kappa Statistics (K) 

The Kappa statistic is the performance criterion the for 
used to measure compliance of two or more 
observations. It takes values between -1 and +1. The fact 
that the Kappa statistic is close to 1 shows that the model 
estimation and the actual class of observation are strong. 
Calculation of kappa can be performed according to 
Equation. 2. 

𝐾 =
𝑃𝑇 − 𝑃𝑒

1 − 𝑃𝑒
 

(2) 
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𝑃𝑇 is the total likelihood of observed compliance; 𝑃𝑒 , 
denotes the probability of random of observations; 𝐾 
shows the Kappa statistic [34]. 

3.3. Confusion Matrix 

The confusion matrix is a technique that summarizes the 
performance of a classification algorithm. If there are 
unequal numbers in each class or more than two classes 
in the dataset, the classification accuracy may be 
misleading. In this case, the performance measurements 
obtained using a confusion matrix shown in Table 1 give 
information about how accurate the classification model 
is and what kind of errors it makes [35]. 

Table 1. Confusion Matrix 

 True Class 

Positive Negative 

Prediction 
Class 

Positive TP FP 

Negative FN TN 

Accuracy (Acc) is a performance criterion for the correct 
estimation rate of classifiers. It is obtained by the ratio of 
correctly classified observations to all observations. 
Recall (Rec) is the ratio of the number of correctly 
classified positive samples to the total number of positive 
samples. Precision (Pre) is the ratio of the total number of 
positively classified positive samples to the total number 
of predicted positive samples [35]. 

𝐴𝑐𝑐 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 

(3) 

   

𝑅𝑒𝑐 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(4) 

  

𝑃𝑟𝑒 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(5) 

 

4. Case Study 

In this study, 4215 galaxies in the Shapley Concentration 
region and 5 variables (Right ascension, Declination, 
Magnitude, Velocity, and Sigma of Velocity) were studied.  
The galaxies in the Shapley concentration region are 
located in 8 different clusters in the Abell catalog. Using 
the IDL program, was determine which galaxies were 
found in which Abell group. Galaxies detected in natural 
groups Bayes Net and Naive Bayes are classified by 
Support Vector Machine, J48, LMT, and Random Forest 
methods and Artificial Neural Networks method. . A k-
fold cross-validation test method is used to evaluate 
classification models. It separates the data set as a test  
set and training set according to a k number. This method 
provides each piece to be used for both training and 
testing. After the model is trained, the classifier is 
evaluated to verify the reliability of the model. With this 
method, the data source is divided into ten parts and each 

section is once a set of tests, the other is used as a set of 
nine parts training [22]. The performances of the 
classification methods were evaluated according to their 
compliance with the Abell catalog. The performances of 
the classification methods used were evaluated 
according to their compliance with the Abell catalog.  The 
classification method that best matches the Abell catalog 
has been determined. 

Table 2 shows a part of the data set converted to Weka 
format. The 4215 galaxies in the Shapley Concentration 
region are distributed among 8 groups in the Abell 
catalog [17, 18] The distribution of galaxy numbers 
according to groups is given graphically in Figure 3. 

Table 2. Weka format of data set 

 
 

 

Figure 3. Number of galaxy observations in Abell groups 

5. Results and Discussion 

In this paper, Bayes net, Naive Bayes, Multilayer 
Perceptron, Support Vector, J48, LMT, and Random 
Forest classification methods were applied. These 
classification methods were applied using the Weka 
platform. The results of the methods according to the 
performance criteria are given in Table 3. In the Table, 4 
different methods are compared according to 5 
considered performance criteria.  

Table3. Performance Comparison of Classification Method 
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 Methods CCIR K Acc Rec Pre 

Abell 100,0 1 1 1 1 

Bayes Net 94.52 0.92 0,986 0,70 0,79 

Naive Bayes 93.29 0.90 0,990 0,78 0,84 

MLP 96.37 0.94 0,993 0,71 0,90 

SMO 92.36 0.88 0,988 0,48 0,54 

J48 97.51 0.96 0,993 0,88 0,90 

LMT 99.45 0.99 0,998 0,96 0,96 

Random 
Forest 

98.15 0.97 0,995 0,89 0,95 

The best correct classification rate is closest to 100%. 
Correct classification rates are generally high for all 
methods. The Kappa coefficient is a statistic that 
measures the cohesion between classifiers in 
classification problems. It is expected to be close to 1. In 
general, because it takes into account the possibility of 
coincidence, it is a more stable measure than the correct 
classification rate. The LMT algorithm, which is one of the 
decision tree classification methods, has the best 
correctly classification percentage with rate of 99.45%. 

According to the Kappa statistics, the performance of 
LMT classification was found to be the best, while the 
predictions with Support Vector Machines and Naive 
Bayes were found to be low. Accuracy refers to the ratio 
of accurately classified observations to all observations 
in the model. A value close to 1 indicates that the 
observations are mostly classified correctly. When the 
accuracy values of the methods are examined in Table 9, 
it is seen that LMT has the highest accuracy rate. 
Similarly, Bayes Net and SMO classification methods 
have the lowest accuracy rate. Similar results were 
obtained when Recall and Sensitivity values were taken 
into consideration. As a result, LMT has the highest 
predictive success in detecting natural groups of galaxies 
according to all performance criteria. 

The Friedman test is one of the nonparametric tests used 
to determine whether more than two dependent samples 
have different distributions. It is the nonparametric 
equivalent of two-way analysis of variance [36]. 
Hypotheses are as follows: 

H0: There is no significant difference between the 
classification methods 

Ha: There are significant differences between the 
classification methods.  

Friedman test was performed with Matlab.. Results of the 
Friedman test is given in Table 4. In Table 4, SS is the sum 
of the squares, df is degree of freedom, MS is the mean 
square, Chi-sq is the test statistics and p-value indicates 
the level of significance. The Prob (p-value) that the 
Friedman test returns is used to cast doubt on the null 
hypothesis. A sufficiently small P-value indicates that at 
least one approach is significantly different in sample 

median than the others. To determine whether a result is 
“statistically significant”, a critical p-value is chosen by 
the researcher, generally agreed to be 0.05. 

Table 4. Friedman Test Results 

Source  SS df MS Chi-sq Prob > Chi-sq 

Columns  202.8 7 28.971 33.8 1.87e-05 

Error  7.2 28 0.2571   

Total  210 39    

Since the probe value is 1.87741e-05 in our study, H0 is 
rejected. That is, there is a significant difference between 
the classification methods. For this reason, multiple 
comparison tests were used to determine which methods 
differ significantly. The result of the multiple comparison 
tests is given in Figure 4.   

Figure 4. Multiple Comparison of Mean Ranks 

In Figure 4, the comparison of the mean rank of the 
classification methods is given. The performances of the 
methods are evaluated on the basis of Abell. This means 
that the success of the methods close to Abell is higher. 
As a result, the MLP algorithm and decision tree methods 
used in the machine learning methods have been 
successful in predicting natural galaxy groups. Naive 
Bayes, Bayes Net, and SMO methods have shown lower 
predictive performance in the adaptation of galaxies to 
natural groups.  

6. Conclusion 

As a result of this study, it has been shown that the 
classification models based on machine learning can be 
used successfully to classify galaxies. Decision tree based 
models J48, LMT and Random Forest, and MLP method 
have the highest classification performance to detect 
natural groups of galaxies in the Abell catalog. The 
predictive success of Naive Bayes, Bayes Net, and SMO 
methods is low and there is a significant difference 
between Abell groups according to multiple comparison 
test results. In this study, the galaxies in the Shapley 
region with the right ascension coordinates between 
(193.03) – (216.03)  and  declination coordinates (-27.5) 
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- (-37.65) were classified.  The success of predicting the 
natural groups of the galaxies in the Shapley 
concentration region of the models created by machine 
learning methods is important for demonstrating that 
this study can be extended for different regions.  

Thanks to technological advances, new galaxies or 
celestial bodies are discovered almost every day in the 
depths of the universe. The creation of regional 
classification models using machine learning methods 
especially MLP and decision tree models for currently 
known celestial bodies can provide great advantages to 
researchers in terms of time and cost in identifying 
natural groups of newly discovered celestial bodies. As a 
future work, we aim to develop classification models for 
galaxy systems in the whole sky catalog (SDSS) based on 
the findings of this study. 
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