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Abstract: In this study, it is considered the problem of comparing the performances of the Maximum Likelihood (ML) and Bayes estimators under symmetric and asymmetric loss function for the unknown parameters of Weibull distribution. ML estimators are computed by using the Newton Raphson method. Bayesian estimations under Squared, Linex and General Entropy loss functions by using Jeffrey’s extension prior are introduced with Tierney Kadane approximation for Weibull distribution. For different sample sizes, estimators are compared to obtain the best estimator in terms of mean squared errors using a Monte Carlo simulation study.
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1. Introduction

Weibull distribution has become a popular tool for modeling life data and improving growth in the field of reliability. The Weibull distribution is generally used in reliability. The Weibull distribution can be used to model a variety of life behaviors. A Weibull distribution is the values of the shape parameter \( \beta \), and the scale parameter \( \alpha \), affects the characteristics life of the distribution, the failure rate, the reliability function [1]. There are many studies about parameters for Weibull Distribution. Some of articles Nadarajah et.al. [2], Zhang et.al. [3], Guure et.al [4], Rasheed et.al [5], Pandey and Rao [6], Rasheed and F.Naji [7], Arshad and Abdalghani [8], Meena et.al [9] and Arshad and Misra [10]. The main advantage of Weibull analysis provides accurate failure analysis and failure forecasts with extremely small samples. ML estimation has been the most generally used method for estimating the parameters of the Weibull distribution. Bayes estimator for exponential distribution with an extension of Jeffreys’ prior information was considered [11]. The cumulative distribution function (CDF), probability density function (pdf), reliability function and hazard function of an \( X \) random variable having \( W(\alpha,\beta) \) are as follows.
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\[ F(x) = 1 - e^{-\left(\frac{x}{\alpha}\right)^\beta} \quad \alpha > 0, \beta > 0, x > 0 \]  

(1)

\[ f(x) = \beta \alpha^{-\beta} x^{\beta-1} e^{-\left(\frac{x}{\alpha}\right)^\beta} \quad \alpha > 0, \beta > 0, x > 0 \]  

(2)

\[ R(x) = e^{-\left(\frac{x}{\alpha}\right)^\beta} \]  

(3)

\[ h(x) = \beta \alpha^{-\beta} x^{\beta-1} \]  

(4)

,where

- for \( \beta < 1 \) \( h(t) \) is decreasing,
- for \( \beta > 1 \) \( h(t) \) is increasing,
- for \( \beta = 1 \) \( h(t) \) is constant.

As in almost all branches of science, one of the main objectives of statistics is to have information about the working population. In other words, knowing the unknown (parameters) of the population. That is, to make estimates about the parameters of the population. If so, it may be desirable to have the best estimator. There are many methods used in the literature. In this article, it is considered ML and Bayes estimators.

The aim of the study is to compare the ML and Bayes estimators under three loss functions by means of Tierney Kadane approximation using Jeffrey’s extension prior. The plan of the manuscript is as follows. In section 2, ML estimates of the parameters of Weibull distribution are reviewed. In section 3, Bayes estimators under Squared, Linex and General Entropy loss functions by using Tierney-Kadane approximation are obtained. In section 4, the simulation study is given. Finally, in section 5, the conclusion part is presented.

2. Preliminary

F(x): Distribution function
\( f(x) \): Probability density function
\( L(\theta) \): The likelihood function depending on \( \theta \)
\( l(\theta) \): The log-likelihood function depending on \( \theta \)
\( \pi(\theta) \): The prior distribution function depending on \( \theta \)
\( \pi(\theta | x) \): The posterior distribution function depending on \( \theta \)
\( L(...) \) : Loss function
\( \hat{\theta} \): Maximum likelihood estimation of \( \alpha \) parameter

3. Material and Method

The ML Method the basic principle of the likelihood method is the selection of the sampling value corresponding to the values with the highest probability of obtaining the sampling values (or probability densities) as an estimate for the unknown parameter by looking at the sample values. The ML method is a method used to find predictors. The Bayesian approach is fundamentally different from other methods. In this approach, it is assumed in addition that \( \theta \) is itself a random variable (though unobservable) with a known distribution. This prior distribution (specified according to the problem) is modified in light of the data to determine a posterior distribution (the conditional distribution of \( \theta \) given the data), which summarizes what can be said about \( \theta \) on the basis of the assumptions made and the data [12]. In addition to the primary distribution, a posterior distribution is used that reflects the sample information. The Bayesian estimation is considered to be the expected value of the posterior distribution under the lost function of interest.

4. Proposed Method

4.1. Tierney Kadane’s approximation

Tierney and Kadane [13] is one of the methods to find the approximate value of the mathematical explanations as the ratio of two integrals given in Equations (19), (22) and (25). Although the Lindley approach plays an important role in the prediction of Bayes, this approach can only be used to obtain derivatives 1 and 2. For this
reason, Tierney and Kadane proposed a new approach in 1986 (Tierney-Kadane approach) which makes it possible to take the 3rd derivative of the log-likelihood function. In this approach, there is a faster convergence than Lindley approximation [14]. This approximation can be written as follows for a case with two parameters. \( u(\alpha, \beta) \) is any function of \( \alpha \) and \( \beta \), \( \ell(\alpha, \beta | x) \) is defined in Eq. (10), \( \rho(\alpha, \beta) \) is logarithm joint prior distribution and defined as follows. For details see Tierney and Kadane [13].

\[
\begin{align*}
\rho(\alpha, \beta) &= \ln \left( \pi(\alpha, \beta) \right) = -c \ln(\alpha) - c \ln(\beta) \\
n\ell(\alpha, \beta) &= -\frac{1}{n} \{ \rho(\alpha, \beta) + \ell(\alpha, \beta) \} \\
n\ell'(\alpha, \beta) &= -\frac{1}{n} \log u(\alpha, \beta) + \ell(\alpha, \beta) 
\end{align*}
\]

Then Tierney Kadane’s Bayes estimator of \( u(\alpha, \beta) \) is defined as follows.

\[
\hat{u}_n(\alpha, \beta) = E\left( u(\alpha, \beta) | x \right) = \int \frac{e^{u(\alpha, \beta)} d(\alpha, \beta)}{e^{\tilde{u}(\alpha, \beta)} d(\alpha, \beta)}
\]

\[
= \left( \frac{\text{det} \Sigma^*}{\text{det} \Sigma} \right)^{1/2} \exp \left[ n \left( \ell(\hat{\alpha}, \hat{\beta}) - \ell(\alpha, \beta) \right) \right]
\]

\[
\left( \hat{\alpha}, \hat{\beta} \right) \text{ and } \left( \hat{\alpha}, \hat{\beta} \right) \text{ maximize } \ell'(\alpha, \beta) \text{ and } \ell(\alpha, \beta), \text{ respectively. } \Sigma^* \text{ and } \Sigma \text{ are minus the inverse Hessians of } \ell'(\alpha, \beta) \text{ and } \ell(\alpha, \beta) \text{ at } \left( \hat{\alpha}, \hat{\beta} \right) \text{ and } \left( \hat{\alpha}, \hat{\beta} \right), \text{ respectively. } \Sigma \text{ is defined as follows;}
\]

\[
\Sigma = \begin{bmatrix}
-\tilde{\ell}^2 l / \partial \alpha^2 & -\tilde{\ell}^2 l / \partial \alpha \partial \beta \\
-\tilde{\ell}^2 l / \partial a \partial \beta & -\tilde{\ell}^2 l / \partial \beta^2
\end{bmatrix}^{-1}
\]

### 4.2 Maximum likelihood estimation

Let \( X_1, X_2, \ldots, X_n \) be independent random variables having W distribution with \( \alpha, \beta \) parameters. Then the log-likelihood function is given by

\[
\ell(\alpha, \beta | x) = \ln \left( \mathcal{L}(\alpha, \beta | x) \right) = n \ln(\beta) - n \beta \ln(\alpha) - \sum_{i=1}^{n} \left( \frac{x_i}{\alpha} \right)^{\beta} \left( \beta - 1 \right) \sum_{i=1}^{n} \ln(x_i)
\]

Differentiating the log-likelihood function \( \ell(\alpha, \beta | x) \) partially with respect to \( \alpha, \beta \) parameters and then equating to zero, following non-linear equations is obtained and these equations can be solved with the Newton-Raphson method [15].

\[
\frac{\partial \ell(\alpha, \beta | x)}{\partial \alpha} = -\frac{n \beta}{\alpha} - \sum_{i=1}^{n} \left( \frac{x_i}{\alpha} \right)^{\beta} \left( \beta - 1 \right) = 0
\]

\[
\frac{\partial \ell(\alpha, \beta | x)}{\partial \beta} = \frac{n \beta}{\beta} - n l(\alpha) - \sum_{i=1}^{n} \left( \frac{x_i}{\alpha} \right)^{\beta} \ln \left( \frac{x_i}{\alpha} \right) + \sum_{i=1}^{n} \ln(x_i) = 0
\]
4.3. Bayesian estimation symmetric and asymmetric loss functions

Let \( X = (X_1, X_2, \ldots, X_n) \) be a random sample taken from Weibull \((\alpha, \beta)\) distribution. For Bayesian estimation of the parameters, it is needed for prior distributions for these parameters. In this study, as a prior distribution, Jeffrey’s extension priors are used and these are as follows [16],

\[
\pi_1(\alpha) \propto \left( \frac{1}{\alpha} \right)^\gamma \\
\pi_2(\beta) \propto \left( \frac{1}{\beta} \right)^\gamma
\]

Prior and posterior distributions of \( \alpha, \beta \) parameters are

\[
\pi(\alpha, \beta) \propto \left( \frac{1}{\alpha} \right)^\gamma \left( \frac{1}{\beta} \right)^\gamma \propto \left( \frac{1}{\alpha \beta} \right)^\gamma
\]

\[
\pi(\alpha, \beta|x) = \frac{f((\alpha, \beta); x)}{f(x)}
\]

\[
= \frac{\beta^n \alpha^{-\beta} e^{\left[\sum_{i=1}^n \frac{x_i}{\alpha}\right]^{\gamma} \prod_{i=1}^n x_i^{\beta-1} \left( \frac{1}{\alpha \beta} \right)^\gamma}}{\int_0^\infty \int_0^\infty \beta^n \alpha^{-\beta} e^{\left[\sum_{i=1}^n \frac{x_i}{\alpha}\right]^{\gamma} \prod_{i=1}^n x_i^{\beta-1} \left( \frac{1}{\alpha \beta} \right)^\gamma} \, d\alpha \, d\beta}
\]

respectively.

The Squared error loss function is a symmetric function and introduced by [17] and [18]. Let any function of \( \alpha \) and \( \beta \) is \( u(\alpha, \beta) = u \). The squared loss function is as follows:

\[
L_u(\hat{u}_{BS} - u) = (\hat{u}_{BS} - u)^2
\]

The value which is minimize the expected value of squared loss function is

\[
\hat{u}_{BS}(\alpha, \beta) = E\left[u(\alpha, \beta) \mid x\right]
\]

In this case, Bayes estimator of \( u(\alpha, \beta) \) under squared error loss function which is a symmetric loss function is obtained as follows.

\[
\hat{u}_{BS}(\alpha, \beta) = E\left[u(\alpha, \beta) \mid x\right] = \int_0^\infty \int_0^\infty u(\alpha, \beta) \pi(\alpha, \beta \mid x) \, d\alpha \, d\beta
\]

\[
= \int_0^\infty \int_0^\infty \left[ u(\alpha, \beta \mid x) e^{\left[\sum_{i=1}^n x_i \frac{\alpha}{\beta} - \gamma \sum_{i=1}^n x_i \right] - \rho(\alpha, \beta \mid x)} \right] d\alpha \, d\beta
\]

\[
= \int_0^\infty \int_0^\infty e^{\left[\sum_{i=1}^n x_i \frac{\alpha}{\beta} - \gamma \sum_{i=1}^n x_i \right] - \rho(\alpha, \beta \mid x)} \, d\alpha \, d\beta
\]

\( \ell(\alpha, \beta \mid x) \) is log-likelihood function, \( \rho(\alpha, \beta \mid x) \) is the logarithm of a joint prior distribution. The Linex loss function is an asymmetric function and introduced by Varian [19], Zellner [20] is studied about Bayes
estimation under Linex loss function. Let any function of $\alpha$ and $\beta$ be $u(\alpha, \beta)$ and “a” arbitrary constant. The Linex loss function is defined as follows. 

$$L_\alpha(\Delta) = \exp(a\Delta) - a\Delta - 1; \quad a \neq 0, \quad \Delta = \hat{u}(\alpha, \beta) - u(\alpha, \beta).$$

Then, posterior mean of Linex loss function is given as:

$$E_\theta \left[ L_\alpha(\hat{u} - u) \right] = \exp \left( \alpha \hat{u} \right) E_\theta \left[ \exp (-au) \right] - a \left( \hat{u} - E_\theta (u) \right) - 1$$

$$\hat{u} = \hat{u}(\alpha, \beta)$$

and $$u = u(\alpha, \beta), \hat{u}_{BL}$$ which minimize this posterior mean is Bayes estimator of $u$ and is obtained as follows.

$$\hat{u}_{BL}(\alpha, \beta) = -\frac{1}{a} \ln E \left[ \exp (-au(\alpha, \beta)) \right]$$

$$= -\frac{1}{a} \ln \left( \int_0^\infty \int_0^\infty \exp (-au(\alpha, \beta)) e^{\left[ (u, \beta) \right]} d\alpha d\beta \right)$$

(22)

General Entropy loss function is an asymmetric function and suggested by Calabria and Pulcini [21]. Dey and Liao [22] are studied with Bayes estimation under the General Entropy loss function. Let any function of $\alpha$, $\beta$ be $u(\alpha, \beta)$ and “k” arbitrary constant. General Entropy loss function is defined as follows.

$$L_k(u, u) = -k \ln \left( \frac{u}{\hat{u}} \right) - 1$$

Then, posterior mean of General Entropy loss function is given as:

$$E_\theta \left[ L_k(\hat{u}, u) \right] \propto \left( \frac{u}{\hat{u}} \right)^k - k \ln \left( \frac{u}{\hat{u}} \right) - 1$$

$$\hat{u} = \hat{u}(\alpha, \beta)$$ and $$u = u(\alpha, \beta), \hat{u}_{BGE}$$ which minimize this posterior mean is Bayes estimator of $u$ and is obtained as follows.

$$\hat{u}_{BGE}(\alpha, \beta) = \left\{ E \left[ u(\alpha, \beta)^k \right] \right\}^{-\frac{1}{k}}$$

$$= \left\{ \int_0^\infty \int_0^\infty \left[ u(\alpha, \beta)^k \right] e^{\left[ (u, \beta) \right]} d\alpha d\beta \right\}^{-\frac{1}{k}}$$

(25)

It is very difficult to solve the equations (19), (22) and (25) in closed-form. Because of this reason, the Bayes Estimators of $u(\alpha, \beta)$ can be obtained using Tierney-Kadane’s approximation.
### 4.4. Mathematical equations

The partial derivatives related to \( l'(\alpha, \beta) \), \( l(\alpha, \beta) \), \( \Sigma^{*} \) and \( \Sigma \) are defined as follows:

\[
l(\alpha, \beta) = \frac{1}{n} \left[ n \ln(\beta) - n \beta \ln(\alpha) - \left( \sum_{i=1}^{n} \left( \frac{x_i}{\alpha} \right)^\beta \right) + (\beta - 1) \left( \sum_{i=1}^{n} \ln(\alpha) - c \ln(\beta) \right) \right]
\]

\[
\frac{\partial^2 l}{\partial \alpha^2} = \frac{n}{\alpha^2} - \frac{n \beta}{\alpha^2} - \left( \sum_{i=1}^{n} \left( \frac{x_i}{\alpha} \right)^\beta \frac{1}{\alpha} \right) + \frac{c}{\alpha^2}
\]

\[
\frac{\partial^2 l}{\partial \alpha \partial \beta} = -\frac{n \beta}{\alpha^2} - \left( \sum_{i=1}^{n} \left( \frac{x_i}{\alpha} \right)^\beta \frac{\ln(\alpha)}{\alpha} \right)
\]

\[
\frac{\partial^2 l}{\partial \beta^2} = -\frac{n}{\beta^2} - \left( \sum_{i=1}^{n} \left( \frac{x_i}{\alpha} \right)^\beta \frac{1}{\alpha} \right)
\]

Bayes estimators for \( \alpha, \beta \) parameters using Eq. (9) are found as follows.

i. If \( u(\alpha, \beta) = \alpha \)

\[
\Sigma^{*}_1 = \begin{bmatrix}
-\frac{\partial^2 l}{\partial \alpha^2} & -\frac{\partial^2 l}{\partial \alpha \partial \beta} \\
-\frac{\partial^2 l}{\partial \alpha \partial \beta} & -\frac{\partial^2 l}{\partial \beta^2}
\end{bmatrix}^{-1}
\]

\[
\hat{\alpha}^* = \frac{\det \Sigma^{*}}{\det \Sigma} \exp \left[ n \left( l'(\hat{\alpha}^*, \hat{\beta}^*) - l'(\hat{\alpha}, \hat{\beta}) \right) \right]
\]

\[
l'(\alpha, \beta) = \frac{1}{n} \log \alpha + l(\alpha, \beta)
\]

The partial derivatives related to \( l'^*(\alpha, \beta) \) are given as:

\[
\frac{\partial^2 l'^*}{\partial \alpha^2} = \frac{1}{n \alpha^2} + \frac{n}{\alpha^2} - \frac{n}{\alpha^2} - \left( \sum_{i=1}^{n} \left( \frac{x_i}{\alpha} \right)^\beta \frac{1}{\alpha} \right)
\]

\[
\frac{\partial^2 l'^*}{\partial \alpha \partial \beta} = \frac{1}{n \alpha^2} - \frac{n}{\alpha^2} - \left( \sum_{i=1}^{n} \left( \frac{x_i}{\alpha} \right)^\beta \frac{\ln(\alpha)}{\alpha} \right)
\]

\[
\frac{\partial^2 l'^*}{\partial \beta^2} = \frac{1}{n \beta^2} - \frac{n}{\beta^2} - \left( \sum_{i=1}^{n} \left( \frac{x_i}{\alpha} \right)^\beta \frac{1}{\alpha} \right)
\]
\[
\frac{\partial^2 l_i^*}{\partial \beta^2} = -\frac{1}{n \beta^2} + \frac{n}{\beta^2} \left( \frac{\sum_{i=1}^{n} \frac{x_i}{\alpha} \ln \left( \frac{x_i}{\alpha} \right) }{\alpha^2} + \frac{c}{\beta^2} \right)
\]

(35)

\[
\frac{\partial^2 l_i^*}{\partial \alpha^2} = -\frac{n}{\beta} \left( \frac{\sum_{i=1}^{n} \frac{x_i}{\alpha} \ln \left( \frac{x_i}{\alpha} \right) }{\alpha^3} + \frac{c}{\beta^2} \right)
\]

(36)

\[
\hat{\beta}_i^* = \left( \frac{\det \Sigma^*}{\det \Sigma} \right)^{1/2} \exp \left[ n \left( \bar{l}_i^* (\hat{\alpha}_i^*, \hat{\beta}_i^*) - l(\hat{\alpha}_i^*, \hat{\beta}_i^*) \right) \right]
\]

(37)

The partial derivatives related to \( l_i^* \) are given as,

\[
\frac{\partial^2 l_i^*}{\partial \beta^2} = -\frac{1}{n \beta^2} + \frac{n}{\beta^2} \left( \frac{\sum_{i=1}^{n} \frac{x_i}{\alpha} \ln \left( \frac{x_i}{\alpha} \right) }{\alpha^2} + \frac{c}{\beta^2} \right)
\]

\[
\frac{\partial^2 l_i^*}{\partial \alpha^2} = -\frac{n}{\beta} \left( \frac{\sum_{i=1}^{n} \frac{x_i}{\alpha} \ln \left( \frac{x_i}{\alpha} \right) }{\alpha^3} + \frac{c}{\beta^2} \right)
\]

(38)

5. Appendix

In this section, ML and approximate Bayes Estimators by Tierney-Kadane’ approximation are obtained under Squared error loss function, Linex loss function and General Entropy loss function for unknown parameters of W distribution and results are compared in terms of mean squared error by using Monte Carlo simulation method.

Mean squared error (MSE) is defined as follows: Let \( \theta \) is the true parameter value and \( \hat{\theta}_i (i = 1, 2, ..., 10000) \) is the estimation value in \( i^{th} \) replication. Then the MSE for Tierney-Kadane approximations can be written as,

\[
MSE = \frac{1}{10000} \sum_{i=1}^{10000} \left( \hat{\theta}_i - \theta \right)^2
\]

(39)

Simulation steps are as follows:Step 1: It is generated data from W distribution with \( \alpha = 1, 1.5, \beta = 1.3, 1.7 \) for the sample size \( n = 20, 30, 50, 100 \).Step 2: ML estimates for parameters are computed by a solution of non-linear Eqs. (11-12) by using the Newton-Raphson method.Step 3: Tierney-Kadane Bayes estimates are computed for parameters under Squared error, Linex and General entropy loss functions using Jeffreys’ extension prior \( (c=0.2) \).Step 4: Means squared errors are computed over 100000 replications by using Eq. (39).

6. Conclusion

In this study, approximate Bayes estimators under Squared error, Linex and General entropy loss functions obtained by using the Tierney-Kadane’s method and ML’s for W distribution with parameters are compared. The ML’s of the unknown parameters are computed by using the Newton Raphson method. The approximate Bayes estimators are compared with the ML’s in terms of MSE by using the Monte Carlo simulation method. As seen from Table 1 and Table 2, the performances of Bayes estimates for parameters and general entropy loss function are generally better than others in terms of MSEs. In addition, MSEs of ML and approximate Bayes estimates obtained under different loss functions are decreased when \( n \) is increased. Furthermore, MSEs of estimators are close to each other for large \( n \) values. It is seen that the minimum MSE is reached even if the parameter values change when looking at Figures 1 and 2. In general, the ML estimators and estimators are obtained under the quadratic loss function are almost the same as MSE, and in some cases the linex loss function has the same MSE with general entropy loss function, while general entropy loss function often has a smaller MSE.
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Figure 1. MSEs values for $\alpha=1.5$ and $\beta=1.7$

Figure 2. MSEs values for $\alpha=1$ and $\beta=1.3$

Table 1. Mean estimates and MSEs for parameters of Weibull distribution $(a, k \pm 0.8)$
<table>
<thead>
<tr>
<th>$n$</th>
<th>$\alpha$</th>
<th>$c$</th>
<th>$\beta$</th>
<th>$a = k = 1.5$</th>
<th>$a = k = -1.5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2</td>
<td>1.3</td>
<td>$a_{ML}$</td>
<td>0.031708</td>
<td>0.035951</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$a_{ME}$</td>
<td>0.999643</td>
<td>1.049293</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\beta_{ML}$</td>
<td>0.082520</td>
<td>0.079692</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\beta_{ME}$</td>
<td>1.398143</td>
<td>1.385038</td>
</tr>
<tr>
<td>20</td>
<td>1.5</td>
<td>0.2</td>
<td>$a_{ML}$</td>
<td>0.042242</td>
<td>0.045765</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$a_{ME}$</td>
<td>1.499223</td>
<td>1.547709</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\beta_{ML}$</td>
<td>0.138847</td>
<td>0.133927</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\beta_{ME}$</td>
<td>1.832416</td>
<td>1.817573</td>
</tr>
<tr>
<td>30</td>
<td>1</td>
<td>0.2</td>
<td>$a_{ML}$</td>
<td>0.022542</td>
<td>0.024529</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$a_{ME}$</td>
<td>1.001508</td>
<td>1.034497</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\beta_{ML}$</td>
<td>0.046899</td>
<td>0.045606</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\beta_{ME}$</td>
<td>1.366987</td>
<td>1.357906</td>
</tr>
<tr>
<td>50</td>
<td>1.5</td>
<td>0.2</td>
<td>$a_{ML}$</td>
<td>0.028642</td>
<td>0.029417</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$a_{ME}$</td>
<td>1.496258</td>
<td>1.528779</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\beta_{ML}$</td>
<td>0.077124</td>
<td>0.075157</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\beta_{ME}$</td>
<td>1.779187</td>
<td>1.768993</td>
</tr>
<tr>
<td>100</td>
<td>1.5</td>
<td>0.2</td>
<td>$a_{ML}$</td>
<td>0.017214</td>
<td>0.017837</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$a_{ME}$</td>
<td>1.501041</td>
<td>1.520582</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\beta_{ML}$</td>
<td>0.043107</td>
<td>0.042340</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\beta_{ME}$</td>
<td>1.750684</td>
<td>1.744389</td>
</tr>
<tr>
<td>100</td>
<td>1.5</td>
<td>0.2</td>
<td>$a_{ML}$</td>
<td>0.006467</td>
<td>0.006627</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$a_{ME}$</td>
<td>0.999718</td>
<td>1.009684</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\beta_{ML}$</td>
<td>0.011125</td>
<td>0.011022</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\beta_{ME}$</td>
<td>1.317081</td>
<td>1.314195</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>0.2</td>
<td>$a_{ML}$</td>
<td>0.008538</td>
<td>0.008688</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$a_{ME}$</td>
<td>1.500520</td>
<td>1.510306</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\beta_{ML}$</td>
<td>0.019584</td>
<td>0.019384</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>$\beta_{ME}$</td>
<td>1.725885</td>
<td>1.722650</td>
</tr>
</tbody>
</table>

Table 2. Mean estimates and MSEs for parameters of Weibull distribution \((a, k \pm 1.5)\)

BS: Bayes estimation under squared error loss function
BGE: Bayes estimation under general entropy loss function
BL: Bayes estimation under linex loss function
$a_{ML}$: MSEs for $a$ parameter
$\beta_{ML}$: MSEs for $\beta$ parameter
$a_{ME}$: Mean estimate for $a$ parameter
$\beta_{ME}$: Mean estimate for $\beta$ parameter

Example: $a = k = 1.5$, $a_{ML} = 0.031708$, $a_{ME} = 1.499223$, $\beta_{ML} = 0.046899$, $\beta_{ME} = 1.366987$.
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