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A REGRESSION TYPE ESTIMATOR FOR MEAN ESTIMATION
UNDER RANKED SET SAMPLING ALONGSIDE THE
SENSITIVITY ISSUE

USMAN SHAHZAD, MUHAMMAD HANIF, NURSEL KOYUNCU,
AND AMELIA VICTORIA GARCIA LUENGO

ABSTRACT. Koyuncu and Kadilar [7] introduced a family of estimators under
simple random sampling. In this article; we adapt these estimators for ranked
set sampling. Further, we suggest a regression-type estimator of population
mean utilizing available supplementary information under ranked set sampling
scheme alongside the sensitivity issue when the variate of interest is sensitive.
The bias and mean square error of the suggested estimator is determined theo-
retically for both situations. A simulation study has been done to demonstrate
the percentage relative efficiency of proposed estimators over the adapted and
reviewed estimators.

1. INTRODUCTION

In sampling survey, the supplementary information is mostly utilized to enhance
precision of the estimators due to correlation between the study and the supple-
mentary variables. Many authors including Sisodia and Dwivedi [I7], Singh and
Kakran [I4], Upadhyaya and Singh [20], Tailor and Sharma [19], Koyuncu and
Kadilar [7] and Shahzad [13] have developed some estimators for estimation of the
population mean Y under simple random sampling (SRS) scheme. But consider
a genuine circumstances where the study variate can’t be effectively measured or
is excessively costly, making it impossible to do as such, however can be ranked
effectively at no cost or extremely little cost. It is realized that the estimate of the
population mean utilizing ranked set sampling (RSS) is more productive than the
one acquired utilizing SRS.

MclIntyre [§] introduced the concept of RSS. Many authors such as Samawi and
Muttlak [I2], Bouza [1], Kadilar et al. [5] and Mehta and Mandowara [9] use judg-
mental RSS where ranking is done with respect to auxiliary variable X. Taking
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motivation from these we shall adapt Koyuncu and Kadilar [7] family of estimators
under RSS. We shall also propose a new regression type estimator for the estima-
tion of mean. Further, we shall discussed all the reviewed, adapted and proposed
estimators for the scramble response utilizing different scrambled response models
in upcoming sections.

In RSS scheme, m independent random set, each of size m are selected with
equal probability and with replacement from the population. The units of each
random set are ranked with respect to the characteristic of the study variable or
auxiliary variable. Then the smallest unit is selected from the first ordered set and
second smallest unit is selected from the second ordered and it is continued until
the unit with largest value is chosen from the mth set. This cycle maybe repeated
r times, so mr = n units have been measured during this process. In this paper we
assumed that we rank on the auxiliary variable, let (y[;, z(;)) denote ith judgment
ordering in the ith set for the study variable and ith set for the auxiliary variable.
Further let g, = 2 37" | ypj, Z(n) = = > i, @(;) are the sample means under RSS
and Y, X are population means for the study and auxiliary variables, respectively

To obtain the bias and mean squared error (MSE) expressions, let us define
Um) = (1 + €)Y, Z(,) = (1 +e1)X. The expectations of e terms can be written as
follows:

E(e,) = E(e1) =0

E(e3) = XCy = W3 = co,

BE(ef) =XC; - W3 =«
E(ese1) = ApCyCy — Wya i, = ¢o1-
where

1« I I & 1

2 _ 2 2 _ 2 _ —

Wy = m2rY?2 z;Ty[i]’ Wew = m2r X2 Z;Tw(i)’ Wya(,, = m2rXy Z;Tyr(i)’ A= n
1= 1= 1=

Further 7yo() = (byp — Y)(taiy — X)s Tat) = (@ — XD, Ty = (g — Y)-
Note that (f1,};), f15(;)) belongs to some specific distribution, depends upon order
statistic.

The traditional ratio estimator in RSS is given by

- _ X
tig.rss = Yn) | =— | -
Z(n)
The (MSE) of t1g.,.s is
MSE(flR.TSS) = }72 [CO +c — 2C01] .
Mehta and Mandowara [9] adapted Sisodia and Dwivedi [I7], Singh and Kakran
[14], Upadhyaya and Singh [20] estimators under RSS as follows
X+@}

t1sD rss = Yn) Lv(n)_’_cz
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N = X + 52(33)
tlsk rss = Upn] LWM} )

a _ o [ XCatBy(x)
UPl.rss = J[n] f(n)Ca: + ﬂZ(w) ’

X e i’(n)cz + 52(I)

tlyp2.rss = Yin] m '

The MSEs’ of these estimators are as follows
MSE({]-SD.T‘SS) =Y? [6%D_rssco +c - 265’Dmssc01] y
MSE(fLsx.rss) = Y? [65k. 050 + €1 — 20 5k.rssCo1] »
MSE(f1ypi.rss) = Y2 [0p py rssto + €1 — 200 p1.rssCo1]

MSE({lUPQ.rss) =Y? [6?]P2.T’SSCO + 1+ 25UP2.rssC01]

X X XCy

e Oskre = = L BUP1 ras = 0U P2 res =
X + Cz SK.rss X +ﬂ2($) UPl.rs UP2.rss ch +62($)
The usual difference type estimator in RSS is given by

where 5SDA7-ss =

tA]-D.rss = g[n] + d(X - j(n))'
The MSE of t1p s is
MSE(fAlD.TSS) = YQC() + d2X2C1 — 2XYdC01.

The optimum value of d is
YC(H
th '

Hence the minimum MSE after utilizing d°P* is as follows

dopt —

2
Msgmin({lD.rss) = Y2 |:C0 — cc011:| . (1)

The MSE in(t1p.rss) is similar to MSE of regression estimator i.e. fAlReg,TSS =
Upn) + BX — Z(p)). Taking motivation from Tailor and Sharma [19], Mehta and
Mandowara [9] also introduced an estimator under RSS scheme. The minimum
MSE of their estimator was equivalent to MSEmm(fl D.rss)- Note that when d°P! is

)‘(Cyf - Wyw(i))R
(CZ=W2,)

unknown we can use sample regression coefficient i.e. § = ; see

Singh et al. [I5], where R = Zj[—n]
L(n)
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2. ADAPTED FAMILY OF ESTIMATORS UNDER RSS

We adapt Koyuncu and Kadilar [7] family of estimators to RSS scheme as follows

(Xa—i—b) J

a(i(n)a+b) +(1-a) ()_(a-i-b) @

{lkk‘rss = wg[n]

where a(# 0), b are either real numbers of functions of the known parameters of
the auxiliary variable and g, «, w are suitable chosen scalars such that the MSE
of f11).rss 1S minimum. We can generate some new estimators from Lihrss using
suitable scalars as given in Tablel.

TABLE 1. Family members of {144, ,5s for (o = 1)

Est. ) a b
g rss, = WYn) :x)(;} 1 0

O prrss, = W) :x)(;‘F—’_Céx 1 Cy
Lk rssy = WY[n) zz)ﬂgsg)—icér] Ba(z) Cy
g rss, = WYln] xi?é$++ﬁ§if;)] Cy By ()
Lk rsss = W) =x);)ﬁéffi)++sgx] Bi(z) S
g rssg = WY[n) xz)ﬂgifx))++sgw] Bo(z) Sz
Ok rssy = Whn] ;(i )++pp} 1 p
Lk rssy = W) ;(i)—:ﬁ;ig)} 1 By ()

Note that Kadilar et al. [5] estimator is also a member of {1y ,.ss family, denoted
by 1gk.rss, in Table [1]. The MSE of t1g4.,.s5 is given by

MSg(fAlkk_TSS) = YQ + w253k_k_ - 2U)5AM€,
where

glg+1)
2

6Bipree = Y2 [14 o+ (207 + g) @®0®c) — dgavey ] .

S A e = Y2 |14 a?v%c; — gawey |
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which is minimum for
opt _ éAkk‘,rss
6Bkk.7‘ss

The minimum MSE of {14445 is given by
P

iw} ) (3)

Msgmin(ﬂ-kk.rss) = |:5_/2 -
5Bkk.7‘ss

3. SUGGESTED REGRESSION TYPE ESTIMATOR UNDER RSS

We propose the following estimator under RSS as follows
iy = wy {g[n] +B(X—:E(n))} +wy (X —7), (4)

where w; and ws, are the two unknown weights. Expanding right hand side of {1,
we obtain:
th — }7 = ’LU1}7 {1 + ¢, — R/Bel} — MQXel — }7
The bias of 1y is
B(tiy) = (wy; —1)Y.
The MSE of t1y is
MS(C;({lN) =Yy? + ’LU%(SAN + wg(SBN + 211)11U2(50N — 2’LU1(5DN,

where
bay = V2 [ o+ R28% — 28°R |
Spy = X2cy,
Son = XY[BR ¢ — cu1l,
Spy = Y2
X
R = 7

which is minimum for
wll)pt _ 6BN 5DN . 7
6AN 5BN - 6C'N
and
dcn o
wgpt _|_ CnYDn . )
5AN 5BN - 5CN

Using optimum values, the minimum MSE of {1y is given by

. _ 5By 03
MSEE min(fiy) = |V2 - BNDN] .

Sandny — Op
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4. SENSITIVITY ISSUE UNDER RSS

The questions related to drug addiction, reckless driving, illegal income and in-
discriminate gambling are known as sensitive questions. In these circumstances, we
can’t expect a truthful direct response from people. Many authors like Eichhron
and Hayre [3], Pollock and Bek [10], Saha [I1] and Diana and Perri [2] have studied
the mean of a sensitive study variate without utilizing supplementary information.
Further, Sousa et al. [I8] introduced traditional mean per unit estimator for the
case of scramble response. Gupta et al. [4] introduced traditional regression and
generalized regression estimator assuming the problem of sensitivity. Koyuncu et
al. [6] also done the work in this context by introducing exponential-type estima-
tors.

Suppose Z be the response of study variable Y. Than to obtain the MSE expres-
sions, let us define z},,) = (1+ ¢.)Z. Using these terms the expectaions are given by
E(e.) =0,
E(e?) = \C? — Wf[i] =,
E(eyer) = Ap,,C.C, — Wz = a1

1 1 1
where W2 = 5,77 S T2 Weag,y = X7 Doty Tea(i)y A = o
Further 7,0y = (g — 2) (Ba) — X)s T2 = (Hap — 2)-

The estimator {1p ., for the case of scrambled response is given by

. _ X
dR.rss = Z[n] % .

The MSE of 3gr.rss 18
MSE(jR.rss) = ZQ [Cz +c¢ — 2czl] .

Mehta and Mandowara [9] estimators for scramble response can be written as
follows

R [ X+

3SD.rss = Z[n] T
. X+ ﬂQ )
3SK.rss = z[n] + 52 :E)

x(n)c +52(1U)}
XCy + By(x)

3UPLrss = Z[n) [

3UP2.rss = Z[n) {

The MSEs’ of these estimators are
MSE(35D.rss) = 2% [05D.rssC= + €1 — 205D rssCz1]
MSE(sk.rss) = Z° [0% 5 rssts + €1 — 208K.rsst21] 5
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MSE(?;UPI.TSS) = 7* [6?]131,7«3552 +c¢ — 25UP1.7‘ssczl] y

MSE(;UPQ.TSS) = 22 [6%]132,7755% +c¢ + 25UP2.rsscz1] .

The difference-estimator in RSS is as follows
3D.rss - z[n] + d(X - jj(n))
The MSE of 3p.rss i8
MSE(EDATSS) = ZQCZ + d2X2C1 — 2XZCZC21.

The optimum value of d is

dort = @
XC1
Hence the minimum MSE after utilizing d°P? is as follows
R —o 2,
Msgmin(ﬁD.rss) =Z |:Cz - ;1:| . (6)

4.1. Adapted family of estimators for scrambled response under RSS.
The adapted family of estimators i.e. jxr.rss for the scramble response is as follows:

(Xa+1b) !

a (Zmya+b) + (1 —a) (Xa+b) @)

3kk‘7’ss = wz[n] [

The definitions of the parameters in 3x.ss are same with 1k rss. Also one can
generate new estimators using suitable scalars from jxx -ss as given in Table2. The
MSE of jxk.rss 18 given by

Msg(ékk.rss) =7+ w263kk —2w0 Ay, 5
where

glg+1)
2

OBppres = z? [1 +c+ (292 + g) a?o?e) — 4g0mc01]

6Akk.rss =71 + a2n2c1 — gavcy |,

which is minimum for
opt _ 6Akk.'r'ss
5Bkk.7‘ss

_ 0 42
Msgmin(zk'k.rss) = |:Z2 - Akkm:| . (8)

Bik.rss
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TABLE 2. Family members of jx..ss for (a = 1)

Est. a b
R [ X
dkk.rssg = WZn) i’L):l 1 0
. [ X+,
dihorsss = WAL | 5 F c] b
. o XBy(x) 4+ C,
dkk.rssy = WZ[n] m(p)ﬁz(aj) “"(C)’x Bo(z) Cy
. o XCyp + By(x
3kk.rssy = WZ[p) 2 Ch +BQ(1'):| Cy Bo(x)
[ XBrs,
dkk.rsss = wz[n] 33@)51(3?) + Sm Bl(‘r) Sm
. o XBy(x) + S,
dkk.rssg = WZn) :L'(_n)BQ(x) TS, ﬁ2(x) Sz
. o X+p 1
dkk.rssy = WZp) Z () T p
. _ X + By(2)

rssg n 1

4.2. Suggested regression type estimator for scrambled response under
RSS. The proposed estimator for the scramble response under RSS is given by

IN = w {E[n]—l—B(X—f(n))}—l—wg (X—.i‘) (9)

The bias of jy is
B(in) = (w1 — 1)Z.
The MSE of 3y is given by

MSEGN) = 22 + widay +widpy + 2wiwadoy — 2widp,,

where
Jay =22 [1 +o+ R™?B% - 28°R e,
S5y = X2y,
Scy = XZ[BR ¢y — ¢,
Spy = 22,
wo X
R = A
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wtlth _ 6BN5DN 7
5AN63N - 62CN

which is minimum for

and
wePt — | = dcnODy
? 5AN 5BN - 5%1\;
Finally, using optimum values we obtain minimum MSE as follows
72 Ooa0by ] .

Msgmm(éN) = (10)

B 2
§AN 531\7 - 5CN
5. SIMULATION STUDY

We use a real data set for simulation study available in Singh [I6]. This data
set is already used by Mehta and Mandowara [9]. The data consists of agricultural
loans of all operating banks in different states of USA in 1997, where
Y : Real estate farm loans in 1997 in USA &

X : Non-real estate farm loans in 1997 in USA.

Note that in our simulation procedure we adapt Singh et al. [15] for the calcu-
lation of Wy, W2~ and Wy, , where
1 m
2 _ . 2
Wiy == > (RDY[i] - 1)%,

i=1

1 m
2 _ . 2
i=1
1 & : ,
Wyry = —— > (RDY[i] - 1)(RDX (i) — 1).
i=1
The expressions of RDY[i] are calculated as follows

RDY[1] = .25 + .08¢1, RDY [2] = .50 + .08¢2, RDY[3] = 1.00 + .08es.
The expressions of RDX (i) are calculated as follows
RDX (1) = .25+ .05e1, RDX(2) = .50 + .05e2, RDX (3) = 1.00 + .05es.

Further, e; for (i = 1,2, 3) is normally distributed with zero mean and unit variance.
The steps of simulation the estimation of non-sensitive study variate are as fol-
lows

e Select a ranked set sample of size n = 12 using m = 3 distinct sets and
r = 4 cycles from the population containing N units.

e Estimate mean ¢ (say) through RSS.

e The whole process is repeated 3,000 times.
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o After that average MSE is calculated using MSFE =

U. SHAHZAD, M. HANIF, N. KOYUNCU AND A. V. G. LUENGO

S0 (5~ Y)?

3000
e Finally, percent relative efficiency (PRE) is calculated as
MSE({1p ,ss)
PRE(.) = —————— x 100.
RE() MsE() 10

For the case of sensitivity, we use

Pollock and Beck [I0] model i.e. Z =Y + S,.

Eichhorn and Hayre [3] model i.e. Z = S1Y.

Saha [11] model i.e. Z = S1(Y + S).

Diana and Perri [2] model i.e. Z = ¢(Y + 52) + (1 — ¢)S1Y where ¢ ranges
[0,1]. In these models S; and Sy are the scrambling variates. We assume
that S; and Sy are uniformly distributed i.e. U(0,1). Now we perform
the above mentioned simulation procedure for the scramble response by
replacing non-sensitive study variable Y with the sensitive study variable
i.e. Z. Note that all the above mentioned scrambled-response models are
applied one by one for the estimation of sensitive study variable.

TABLE 3. PREs for non-sensitive study variate

Est. PRE  Est. PRE  Est. PRE

lp,res 49682 f1p,. 100 pprsss  2340.71
15D rss 50136 tlpp,ss1  641.99 €1pp 6 1647.31
19K rss 51345 f1pppss2 64754 lpp,ss7 644.98
1y prsst 510.29  1pkrses 643.21 €lpp,ess 662.28
ypresz 497.82 {1pp,ss0 65842 {1y 4812.21

TABLE 4. PREs for sensitive study variate using Pollock and Bek
model (1976)

Est. PRE  Est. PRE  Est. PRE

3R.rss 442.45 3D .rss 100 3kk.rsss  933.63
3sDrss  A43.82 Gurrsst 56325 3pkrsse  791.95
3skrss A447.46  Fip.rss2 564.66  Fpr.rsst  H64.17
jUP.rssl 44651 5kk.r553 56356 3kk.rss$ 56839
3UPrss2 44276 Fupress 56741 3n 1093.47

6. CONCLUSION

In this article we have suggested regression-type estimator in ranked set sam-
pling and extended our work for the case of scramble response. The results of
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TABLE 5. PREs for sensitive study variate using Eichhorn and
Hayre model (1983)

Est. PRE  Est. PRE  Est. PRE
3R.rss 496.82  3p.rss 100 Jkkrsss  2340.71
3sDrss  901.36  3kp.rss1 641.99 3rprsse  1647.31
33K.7'ss 513.45 3kk.7‘882 647.54 2kk.’r'ss7 644.98
3UP.rssl 510.29 3kk.rss3 643.21 3kk.rss$ 662.28
Juprssa 497.82 3rprssa 058.42 3N 4812.21
TABLE 6. PREs for sensitive study variate using Saha model (2007)
Est. PRE  Est. PRE  Est. PRE
ARrss 48644 3prss 100 dikress  1597.63
isDrss  489.20 3pprsst 615.62 Grrrsss  1202.69
gSK.rss 496.88 5kk.r532 618.93 3kk.rss7 617.56
3UP.rssl 494.89 3kk.rss3 616.35 31(,‘]6.’)"858 627.72
SUPrss2 A8T.07 3uprsss 62542 3n 2653.81

TABLE 7. PREs for sensitive study variate using Diana and Perri

model (2010)

$=025 ¢$=050 ¢=0.75
Est. PRE PRE PRE
irrss 01548 490.26  519.88
jsDrss  DI8BT 49245  521.80
SsKrss 52679 498.25  526.89
SUPlrss D24.64  496.73  525.56
SUparss D16.17  490.75  520.31
iDass 100 100 100
Srkrsst 651.80  607.29  639.74
Skrss2  0655.39  609.70  641.76
Skorsss 065259 607.82  640.19
Sikrssa 066242 614.41  645.72
Srprsss 171118 1298.61  1194.75
Srkrssg 128540 1023.71  977.52
Srkrsst  0653.90  608.80  641.07
Skrsss 06491 616.08  647.12
in 2866.17  1825.57  1465.23

the simulation study, available in Table [3,4,5,6 & 7], show the superiority of sug-
gested estimator over Kadilar et al. [5], Koyuncu and Kadilar [7] and Mehta and
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Mandowara [9] estimators. Hence, it is recommended to utilize the suggested esti-
mator.
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