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ÖZET
Bu çalışmada, Global Karınca Kolonisi Algoritması (Global Ant Colony Optimization) (GACO) adı verilen yeni bir karınca kolonisi optimizasyon tekniği anlatılmaktadır. Geliştirilmiş birçok karınca kolonisi optimizasyonu (Ant Colony Optimization) (ACO) sisteminden farklı olarak, karıncaların tam bir tur yapma ya da tüm düğümlere uğrama zorunlulukları yoktur. Özellikle sipariş büyüklüğü problemlerine (Lot Sizing Problem) (LSP) alternatif bir çözüm önerisi olarak geliştirilen GACO’da, herhangi bir düğümden başlayarak ve herhangi bir ya da birden fazla düğüme uğrayarak bir çözüm alternatifi geliştirmek mümkündür. Mevcut ACO’lardan ayrıldığı en temel bir diğer fark ise bölgesel feromon güncellemesinin olmayışıdır. Feromon güncellemesi ve karıncaların yol seçimi yolun tamamı dikkate alınarak gerçekleştirilmektedir. GACO, literatürdeki farklı tip ve boyutlardaki LSP’ne uygulanmıştır. Sonuçlar GACO’nun hem sonuçlar hem de süreler açısından LSP’nin çözümüne iyi bir alternatif olduğunu göstermektedir. 

Anahtar Kelimeler: Karınca kolonisi optimizasyonu, global karınca kolonisi optimizasyonu, sipariş büyüklüğü problemi.

GLOBAL ANT COLONY OPTIMIZATION

ABSTRACT

This paper presents a new metaheuristic approach called Global Ant Colony Optimization (GACO). GACO differs from the other ACO techniques that ants don’t need to visit all nodes or don’t complete the tour. GACO is developed to solve lot sizing problem. GACO is able to find new alternative solution by starting any node and visiting one or more nodes. There is no local pheromone update in GACO. Global pheromone update and ant’s path choice is carried out by using complete path information. GACO has been applied to solve various size of one item LSP. Computer solutions demonstrate that GACO is a good alternative solution method for solving LSP.    

Keywords: Ant colony optimization, global ant colony optimization, lot sizing problem.

1. GİRİŞ

Karınca Kolonisi Optimizasyonu (ACO) NP-hard optimizasyon problemlerine başarılı bir şekilde uygulanabilen popülasyon temelli bir yaklaşımdır [1]. İlk olarak Gezgin Satıcı Problemi (Travelling Salesman Problem) (TSP) üzerinde uygulanmıştır. Bir noktadan başlayarak ve tüm noktalara bir kez uğrayarak tekrar aynı noktaya en kısa yoldan dönmek diye tanımlanan TSP’nin çözümünde ACO’nun oldukça etkili olduğu görülmüştür [2]. ACO gerçek karınca kolonilerinin davranışlarından esinlenilerek geliştirilmiştir. Tek​niğin en temel unsurlarından biri haberleşme aracı olarak kullanılan ve problemlerde çözümün kalitesini gösteren feromon kimyasalıdır. Feromon, gerçek karıncaların da bir haberleşme ve yön bulma aracı olarak kullandıkları, vücutlarından salgıladıkları kimyasaldır. Feromon izleri, karıncalar tarafından güncellenmekte ve bir bilgiyi temsil etmektedir. Bir yolda feromon izinin yoğun olması, yolun kalitesini gösterir ve tercih olasılığını arttırır. ACO’da, yapay karıncalar, gerçek mesafeler dikkate alınarak yapılmış olan model üzerinde en kısa yolu araştırmaktadırlar. Yollardaki feromon izleri yine yapay olarak, karıncaların geçiş sıklığıyla orantılı bir şekilde güncellenmektedir. 

Bugüne kadar birçok ACO algoritması geliştirilmiştir. Bunlardan ilki TSP’ye uygulanmak üzere Dorigo ve arkadaşları tarafından geliştirilmiş olan Karınca Sistemi (Ant System) (AS)’dir [4]. Bu algoritma işlem zamanı ve çözüm kalitesi açısından diğer sezgi​sellerden daha geride olduğundan algoritmanın performan​sı​nı artırmak ve daha iyi çözümler elde etmek amacıyla çalışmalar yapılmıştır. Gambardella ve Dorigo [7] Ant-Q sistemini, Bullnheimer ve arkadaşları [8] Rank Temelli Karınca Sistemi (ASrank)’ni, Dorigo ve Gambardella [9] Karınca Koloni Sistemi (ACS)’ni, Stützle ve Hoos [10] Max-Min Karınca Sistem (MMAS)’ni ortaya koymuşlardır. Ayrıca birden çok karınca kolonisi ile çalışmayı esas alan algoritmalar da geliştirilmiştir [11]. Bunların dışında birçok çalışmada farklı alanlardaki uygulamalara [15] yönelik, yöntemin performansını arttırmak amaçlı değişiklikler ve eklemeler yapılmıştır [3, 11, 15]. 
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Bu çalışmada anlatılacak olan GACO, bilinen ACO algoritmalarından farklı bir yapıya ve uygulama alanına sahiptir. En temel farklar, karıncaların tam bir tur yapmıyor olmaları, lokal feromon güncellemesinin olmayışı ve yol seçimlerinin düğümler arası değil yolun tamamı için olmasıdır. Ayrıca farklı yolların araştırılmasını sağlamak üzere genetik algoritmadaki (GA) mutasyon benzeri bir operatör eklenmiştir. Bölüm 2’de ACO anlatılacak ve farklı ACO algoritma​larına değinilecektir. Ayrıca ACO’nun uygulama alanlarından da bahsedilecektir. Bölüm 3’te geliştirilen GACO algoritması tanıtılacak ve diğer ACO algorit​ma​sından farklar irdelenecektir. GACO’nun tarafı​mız​dan üretilen ve literatürdeki farklı tip ve boyuttaki LSP’ne uygulanması ve bunlarla ilgili sonuçlar Bölüm 4’te ele alınacaktır. Sonuç bölümünde, gelişti​ri​len algoritmanın ürettiği sonuçlar da dikkate alınarak yorumlanması ve gelecekte yöntemle ilgili yapıla​bilecek iyileştirme​lerden bahsedilecektir. 

2. KARINCA KOLONİSİ OPTİMİZASYONU

2.1. ACO Algoritması

ACO algoritması, gerçek karıncaların yuvaları ile yiyecek noktaları arasındaki en kısa yolu bulma kabiliyetlerinden esinlenilerek geliştirilmiştir. Alternatif yolların söz konusu olduğu durumlarda karıncalar, öncelikle bu yollara eşit olasılıkla dağılırlarken belli bir süre sonra en kısa olan yolda yoğunlaşmaktadır. Zaman geçtikçe tüm karıncaların en kısa olan yolu kullan​dık​ları görülmektedir (Şekil 1).  Bunu yaparken önceki geçiş​lerden yollarda kalan feromon izlerinden fayda​lan​maktadırlar. Temel kural, feromon miktarının yoğun olduğu yolun tercih edilme olasılığının da yüksek olma​sıdır. Görme duyuları çok gelişmemiş olan karıncalar yol tercihlerini feromon izlerine göre yapmaktadırlar. 

Kısa olan yolda feromon miktarı uzun yollara nispeten daha fazla birikmektedir. Kısa olan yoldan geçiş daha hız​lı gerçekleşeceğinden, birim zamanda geçiş yapan karınca sayısı uzun yola göre daha fazla olacaktır. Dolayısıyla herhangi iki düğüm arasındaki yol üzerinde bulunan feromon miktarı, yolun uzunluğuyla ters orantılıdır.
2.1.1. Geçiş kuralı

TSP’de N noktanın herhangi birinden tura başlanıldığında, N-1 yol tercihi söz konusudur. Her bir noktanın ziyaretinden sonra seçim alternatiflerinin sayısı “1” tane azalmaktadır. ACO algoritmalarında yapay karıncalar ilk iterasyonda başlangıç nok​tasından gidecekleri bir sonraki noktayı eşit olasılıkla seçmekte ve bu şekilde devam ederek ilk turlarını tamamlamaktadırlar. Eşit olasılıklı seçim her bir yol için eşit olarak atanan feromon izleriyle sağlanır. Daha sonra her bir karıncanın geçiş yapmış olduğu yollardaki feromon miktarları, yolun uzunluğuyla da bağlantılı olarak arttırılır. Böylelikle tüm yollar için, geçiş sayısı ve uzunlukla orantılı olarak feromon güncellemesi yapılmaktadır. Bir sonraki ve devam eden iterasyonlarda yol tercihleri güncellenen fero​mon miktarlarına göre belirlenir. 

ACO’da yol tercihi belli bir olasılığa bağlı olarak iki şekilde gerçekleştirilir: İlk seçenek q0 olasılıkla feromonun en yoğun olduğu yolun seçilmesidir. q0 parametresi genellikle % 90 olarak belirlenir.  
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İkinci seçenek ise gidilmesi mümkün olan yollardan birini, yollardaki feromon izleriyle orantılı olarak seçmektir. Bu şekilde yol seçimi olasılığı 1- q0 oranındadır. 
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, i noktasındaki karıncanın gidebi​leceği noktalar yani ziyaret edilmemiş şehirleri temsil eder. Tüm şehirler için seçilme olasılıkları aşağıdaki gibi hesaplanmaktadır:
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(2)
Bu olasılıklara bağlı olarak yol seçilmektedir. Fero​mo​nun yoğun olduğu yolların seçilme olasılığı yüksektir.

2.1.2. Feromon güncellemesi

Feromon güncellemesi, çözüm uzayının taranması amacıyla yapılmaktadır. Güncelleme işlemi tüm karın​calar turlarını tamamladıktan sonra yapılır. Feromon güncellemesinin iki temel elemanı vardır:
a) Tüm yollardaki feromonların, belirlenen oranda (buharlaşma oranı) buharlaştırılması.
b) Karıncaların geçiş yapmış oldukları yollardaki feromon miktarlarının, o yolu kullanan karıncanın yol uzunluğuyla ters orantılı olarak arttırılması [10].
Buharlaşma oranı daha önceki çözümlerin öneminin azaltılmasını sağlamaktadır. Yol uzunluğuyla ters orantılı olarak feromon artışı ise, iyi çözümlerin öneminin arttırılmasını temin eder [9].

ACO’nun değişik versiyonlarında farklı feromon yenileme kuralları kullanılmıştır. Karınca Koloni Algoritmasında feromon yenilemesi lokal ve global olmak üzere iki düzeyde gerçekleşmekte ve bir yoldaki toplam feromon düzeyi; lokal ve global feromon düzeyinin toplamından oluşmaktadır.

2.1.2.1. Lokal feromon güncellemesi
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), feromon buharlaşma parametresi olmak üzere lokal feromon düzeyi aşağıdaki formülle hesaplanır:
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 k karıncasının toplam tur uzunluğudur.  Lokal feromon güncellemesi, turları dinamik olarak değiştirerek geçiş yapılan yolları cazip hale getirir. Karıncalar değişen feromon miktarlarına bağlı olarak her iterasyonda turlarını da değiştirmektedirler. Böy​lelikle sürekli olarak daha kısa turları bulmak amaç​lan​maktadır. 

2.1.2.2. Global feromon güncellemesi

ACO’da, global feromon güncellemesi, geçerli iteras​yondaki en iyi sonuca sahip karıncanın izlediği yolun feromon düzeyinin arttırılmasından oluşur ve iteras​yon​larda bulunan en iyi sonuçların belli bir oranda ileriki iterasyonlara aktarılmasını sağlar. Rank Temelli Algoritmada en iyi sonuca sahip m tane karıncanın feromon düzeyinin arttırılması önerilmektedir [8].

Global feromon güncellemesi lokal feromon güncel​lemesine benzer bir formülle hesaplanmaktadır:
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 geçerli iterasyonda bulunan en iyi turun uzunluğudur.
2.1.3. Parametreler

Karınca algoritmalarında ayarlanabilir temel paramet​reler; karınca sayısı, q0, α ve β’dır. Parametrelerin etkin olarak seçilmesi, algoritmanın performansında önemli derecede iyileşme sağ​lamaktadır.

Karınca sayısının arttırılması çözümde iyileşme sağlamakla beraber, hesaplamaları arttırdığı için işlem zamanlarının uzamasına neden olur. TSP problem​lerinde yapılan denemeler sonucunda karınca sayısının şehir sayısına eşit seçilmesinin uygun olacağı sonucu​na varılmıştır. Karınca sayısı, problem büyüklüğüne ve uygulama alanına bağlı olarak değişmektedir [22].
q0 değeri en iyi çözümün sonraki iterasyonlara akta​rıl​ması olasılığını belirleyen parametredir. q0,  gezgin satıcı problemlerinde genellikle %90 olarak alınmıştır. Bunun anlamı, mevcut karıncanın %90 olasılıkla en iyi çözümü sağlayan yolu takip etmesi, %10 olasılıkla da feromon izlerine bağlı olarak yolunu belirlemesidir. 

α değeri, ilgili yolun feromon miktarının önemini belirler ve önceki iterasyonların sonuçlarının ilerleyen iterasyonlara aktarılmasını temin eder. α değerinin yüksek olması feromonun yoğun olduğu yolların seçilme olasılığını arttırırken tesadüfiliği azaltmaktadır. β değeri ise yol uzunluklarının, bir sonraki noktanın seçimindeki etkisini belirlemektedir. β değeri arttıkça bir sonraki yolun seçiminde tesadüfilik artmaktadır.  
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’nın düşük olması ise alternatif çözümlerin araştırıl​ması ihtimalini azaltır.

α ve β parametre değerleri birbirinden bağımsız değildir. Problemin özelliğine göre değişen bu parametreler için denemeler yapılarak en etkin parametrelerin belirlenmesi gerekir [22].

2.2. Diğer Karınca Algoritmaları

2.2.1. Maksimum-minimum karınca sistemi

MMAS’yi klasik ACO’dan ayıran iki temel özellikten ilki, her iterasyonda sadece bir karıncanın feromon yenilemesine izin verilerek çözümün sağlanmasıdır. Bu karınca, bir önceki iterasyondaki en iyi çözümü veren karıncadır. İkinci özellik ise, aramadaki dalgalanmayı önlemek için, feromon izlerinin sınırlı bir aralıkta olmasıdır [10]. Alt ve üst sınırlar [
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 şeklinde ifade edilir. Feromon izleri üst limitten başlatılır ve bu da başlangıçta yüksek oranda iyileşme sağlar. MMAS’de alt ve üst limitler uygun seçilmediği takdirde tüm karıncalar aynı yoldan gitmekte ve bu da iyi bir çözümün bulunmasını engellemektedir. Alt ve üst sınırlar aşağıdaki formüllerle hesaplanır:
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2.2.2. Rank temelli karınca sistemi

ASrank’da, geçerli iterasyondaki en iyi m tane karın​canın feromon güncellemesine izin verilir. Bu amaçla karıncalar tur uzunluklarına göre (L1(t) ≤ L2(t) ≤… Lm(t)) şeklinde sıralanır ve bir karıncanın feromon düzeyi karıncanın r (sıra) değerine bağlıdır 8. Böylece mevcut en iyi çözümün feromon güncelleme düzeyinin en yüksek olması sağlanmış olur. ASrank’da feromon güncelleme formülü aşağıdaki gibidir:
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2.2.3. Çoklu karınca koloni algoritmaları

Çoklu koloni yaklaşımı, iki veya daha fazla koloninin çözümünün birleştirilmesi esasına dayanır [13]. Bu konudaki iki temel yaklaşımdan ilki olan heterojen yaklaşım tüm kolonilerin birbirinden farklı davranış sergilemesi esasına dayanmaktadır ve çok kriterli opti​mizasyon problemlerinin çözümünde kullanıl​mıştır [12]. İkinci yaklaşımda tüm koloniler birbirine paralel olarak çalışırlar ve her i jenerasyon sonunda koloniler arasında feromonlar vasıtası ile karşılıklı bilgi alışve​ri​şi olur [14]. Sözü edilen ikinci yaklaşım, bilgi alışverişi​nin sınırlı olduğu ve çok kısa olmayan aralıklarla yapıldığı takdirde başarılı sonuçlar vermektedir [13]. 

Bilgi alışverişi için önerilen 4 yöntem vardır:

a) Her bilgi alışverişinde global en iyi çözümler hesaplanır ve tüm kolonilere gönderilir. Böylece her koloni yeni bir lokal en iyi çözüme sahip olur.

b) Koloniler arasında bir köprü kurulur ve her bilgi alışverişi adımında, her koloni lokal en iyi çözüm​leri en yakınındaki bir ya da daha fazla koloniye gönderir. Tsai ve arkadaşları ikili en yakın komşu ve çoklu en yakın komşu ile dene​meler yapmışlar, iki​li en yakın komşuda en iyi sonucu almışlardır [11].
c) (b) seçeneğindeki bilgiler kullanılarak her bilgi alışverişi adımında, bir kolonideki en iyi mb  karınca, en yakınındaki en iyi mb karıncayla karşılaştırılır ve 2mb karıncanın en iyi mb tanesi alınarak feromon güncellemesinde kullanılır.

d) Bu seçenek (b) ve (c) seçeneklerinin birleştiril​mesinden oluşur.
2.2.4. Melez ACO

ACO yaklaşımı ile diğer yaklaşımların birleştirilme​sinden elde edilen yeni algoritmaların genel adıdır. Gambardella ve Dorigo [23] çalışmalarında, KKA ile MPQ/AI algoritmasını birleştirerek ardışık sipariş problemlerine uygulamışlar ve işlem zamanından %2 ile %30 arasında kazanç sağlamışlardır. Lee [24] kaynak atama problemlerinin çözümünde genetik algoritma ile ACO’yu birleştirerek elde ettiği yeni Algoritma ile çözerek iyi sonuçlar elde etmiştir.

3. GLOBAL KARINCA KOLONİSİ ALGORİTMASI

3.1.  Temel Yapı

GACO, tüm düğümlere uğrama kısıtını içermeyen problemlerin çözümüne yönelik olarak geliştirilmiş olan bir ACO algoritmasıdır. Bu problemlere örnek olarak en kısa yol problemleri gösterilebilir. Geliştirilen algoritma, en kısa yol problemi olarak modellenen [25] LSP’ne uygulanmıştır. 
Geliştirilmiş birçok ACO sisteminden farklı olarak, karıncaların tam bir tur yapma zorunlulukları yoktur. Herhangi bir düğümden başlayarak ve herhangi bir ya da birden fazla düğüme uğrayarak bir çözüm alternatifi geliştirmek mümkündür. Şekil 2(a)’da karıncanın turu tüm düğümlere uğramak üzere 1, 2, 3, 4, 5, 6, 7, 8, 1, Şekil 2(b)’de ise 1, 3, 6, 8 olarak tamamlanmaktadır. Sıra bozulmamak üzere turlarda herhangi bir kısıtlama yoktur. Tek başına 1 ya da 8 bir tur sayılabileceği gibi tüm düğümlere uğrayarak da tur tamamlanabilir. 
3.2. Geçiş Kuralı ve Feromon Güncellemesi

Geçiş kuralı bir fark dışında mevcut ACO algoritmaları ile aynıdır. Bu fark alternatifler arasından seçilenin iki düğüm arasındaki bir yol değil bütün bir tur olmasıdır. Karıncalar tur seçimlerini yine q0 değerine bağlı olarak yapmaktadırlar. q0 olasılıkla global feromon miktarları ve mesafeler dikkate alınarak hesaplanan olasılıklardan maksimum değere sahip olan yol seçilir. 1- q0 olasılıkla ise hesaplanan olasılıkların ağırlıklarıyla orantılı olarak seçilir. rk, k karıncasına ait yoldaki feromon miktarı ve Lk k karıncasına ait yolun uzunluğu (uygunluk değeri) olmak üzere geçiş kuralı Denklem (10)’daki gibi gerçekleştirilmektedir:
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, bir sonraki dönem k karıncasına ait yol​daki feromon miktarındaki değişim olmak üzere feromon güncellemesi (global) her bir karıncaya ait tur için aşağıdaki gibi hesaplanmaktadır:
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Feromon güncellemesi GACO’da sadece global olarak yapılmaktadır. Ancak bu güncelleme sadece en iyi tura sahip karıncanın yolu için değil tüm karıncaların yolları için yapılmaktadır. 
3.3. Yol Uzunluğu (Uygunluk Değeri)
Her bir karıncaya ait yol uzunluğu (Lk), problemin bir çözüm alternatifine ait uygunluk değerini ifade etmektedir. Örneğin GACO’nun LSP uygulamasında mesafeler yerine her bir karıncanın turu sonucunda oluşan maliyetler toplamı dikkate alınmaktadır. Gerçek​leştirilen tur sonucu dönemleri temsil eden noktalarda sipariş verilmiş olmaktadır (Tablo 1). Uğranılan nok​ta​lara göre belirlenen sipariş planına göre toplam sipariş ve stok maliyeti hesaplanmaktadır (tek ürünlü-tek seviyeli LSP). Bu şekliyle her bir karıncanın turu, genetik algoritmadaki kromozomlara benzemektedir. 

	Tablo 1. LSP’nde GACO uygulaması.

	Talep
	24
	52
	0
	0
	21
	0
	16

	Karıncai
	1
	0
	0
	4
	0
	0
	7

	Siparişler
	76
	0
	0
	21
	0
	0
	16


Stok maliyeti 1, sipariş maliyeti 100 olmak üzere i karıncasının   yol   uzunluğu    (uygunluk    değeri)   Lk =3*100 + 1*73 = 373 olarak hesaplanır. 
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Uygunluk değerinin her bir karıncanın turu için he​saplanışı Şekil 3’te görülmektedir. Öncelikle turda “0” dan farklı olan noktaların sayısı bulunup toplam sipariş maliyeti belirlenir. Daha sonra sipa​riş büyüklükleri hesaplanır. Sipariş büyük​lük​leri hesaplandık​tan sonra her bir periyoda ait stok miktarları hesap​la​nır. Son olarak toplam stok mali​ye​ti bulunarak toplam sipariş maliyetiyle topla​na​rak, ilgili tura (çözüme) ait uzunluk (toplam maliyet) hesaplanır.

3.4. Yol Mutasyonu (Path Mutation) (PM)

GACO’da her iterasyonun başında karıncalar, bir önceki iterasyonda yapılan turlardan birini seçmek​tedirler. Feromon miktarlarına ve tur uzunluklarına bağlı ola​rak yapılan bu yol seçimi ile mevcut turlarda bir deği​şik​lik olmamaktadır. Sadece daha iyi uygunluk değeri veren turları seçen karınca sayısı artmaktadır. Çözüm uzayında farklı noktaların araştırılması ve lokal mini​muma takılma ihtimalini azaltmak için GA’daki mu​tasyon [26] benzeri bir operatör geliştirilmiştir. TSP ve benzeri yapıdaki problemlerde düğümlerin ya da şehirlerin sırasının önemi yoktur. Yer değiştirebilirler. Optimum aranırken bu değişiklikler kullanılmaktadır. GACO’daki kodlama biçiminde sıranın önemi vardır. Örneğin İkinci düğümün yeri sabittir, değiştirilemez. Ancak ikinci düğüme uğra​mama olasılığı vardır ki bu durumda bu noktanın değeri “0” olacaktır. Geliştirilen mutasyon operatörü de bu yapı dikkate alınarak tasarlanmıştır. 

PM ile amaçlanan karıncanın turu üzerinde belli bir olasılıkla yapılacak olan değişiklikler sayesinde arama sürecini daha etkin bir hale getirmektir. Bir karıncanın mevcut turunda bazı şehirlere uğranmış diğerlerine ise uğranmamıştır. PM ile tesadüfi olarak seçilen nok​tadaki bu durum değiştirilmektedir. Yani tur içindeki bir nokta ise turdan çıkarılmakta, tersi ise tura dahil edilmektedir.
[image: image36.emf]1

5

8

7

6

4

3

2

Şekil 3’te bir karıncanın gerçekleştirmiş olduğu tur üzerinde PM’nin uygulanması görülmektedir. Şekil 4(a)’daki mevcut tur üzerindeki farklı PM uygula​ma​ları 4(b), 4(c), 4(d) ve 4(e)’de görülmektedir. 4(b)’de tesadüfi olarak seçilen 4 noktası tura dahil edilmiştir. 4(c)’de yine tesadüfi olarak seçilen 3 noktası turdan çıkarılmış, 5 noktası ise dahil edilmiştir. 4(d)’de tura dahil olan 3 noktası turdan çıkarılmış, komşu nokta olan 2 ise dahil edilmiştir. 4(e)’de ise 4(d)’deki işlemin aynısı komşu olmayan 3 ve 7 noktaları için gerçekleştirilmiştir. Bu çalışmada tek nokta PM ve yakın kaydırma PM kullanılmıştır.

Feromonlar, düğümler arasındaki yollarda değil, karın​ca​nın yapmış olduğu turda depolanıp yenilenmektedir. Böylelikle çok düğümlü problem​lerde çözüme katkısı olmayan yollar için işlem yapılmamaktadır.

4. SİPARİŞ BÜYÜKLÜĞÜ PROBLEMLERİ

Sipariş büyüklüğünün belirlenmesi, belirli bir zaman aralığındaki dönemler boyunca ortaya çıkan talepleri karşılamak amacıyla, toplam sipariş ve stok maliyetini minimize edecek sipariş zamanlarının ve büyüklükle​ri​nin hesaplanmasıdır. Bunun gerçek​leştirilebilmesi için işlet​me​nin net gereksinimlerinin belli olması gerek​mektedir. Literatürde sipariş büyüklüğü prob​lem​​​​leri dört ana başlık altında sınıflandırılmaktadır [27]:

1. Tek seviyeli kaynak kısıtlamasız sipariş büyüklüğü problemleri (Single-Level Lot Sizing Unconstrained Resources) (SLUR) 

2. Tek seviyeli kaynak kısıtlamalı sipariş büyüklüğü problemleri (Single-Level Lot Sizing Constrained Resource) (SLCR)

3. Çok seviyeli kaynak kısıtlamasız sipariş büyüklüğü problemleri (Multi-Level Lot Sizing Unconstrained Resources) (MLUR) 

4. Çok seviyeli kaynak kısıtlamalı sipariş büyüklüğü problemleri (Multi-Level Lot Sizing Constrained Resource) (MLCR) 
Bu tip problemlerin çözümüne yönelik birçok teknik geliştirilmiştir [32]:

1-
Ekonomik Sipariş Miktarı Yöntemi (Economic Order Quantity) (EOQ)

2-
Periyodik Sipariş Miktarı Yöntemi (Period Order Quantity) (POQ)

3-
Parçalı Dönem Algoritması (Part Period Algorithm) (PPA)

4-
Parçalı Dönem Dengesi Yöntemi (Part Period Balancing) (PPB)

5-
En Düşük Birim Maliyet Yöntemi (Least Unit Cost) (LUC)

6- En Düşük Toplam Maliyet Yöntemi (Least Total Cost) (LTC)

7- 
Silver-Meal Yöntemi (Silver-Meal) (S-M)
8- 
Wagner-Whitin Yöntemi (Wagner-Whitin) (W-W)

9-
İhtiyaç Kadar Sipariş Verme Yöntemi (Lot For Lot) (LFL)

10-
Sabit Sipariş Miktarı Yöntemi (Fixed Order Quantity) (FOQ)

11- Sabit Sipariş Dönemi Yöntemi (Fixed Period Quantity) (FPQ)

Bu yöntemlerden sadece W-W yöntemi [31], opti​mum sonucu vermektedir. Dinamik programlama temelli olan yöntem, problem boyutları büyüdüğünde işlem yükü arttığından yetersiz kalmaktadır. Son yıllarda, büyük boyuttaki LSP’lere de uygulanmak üzere bir çok yöntem üzerinde durulmaktadır [28, 31, 33-39]. 

GACO, bu çalışmada LSP’nin tek seviyeli ve kısıtsız problemlerine uygulanmıştır. SLUR’a ait notasyonlar 
ve matematiksel formülasyon aşağıdaki gibidir:

Qt   : Periyot t’deki sipariş büyüklüğü
s    : Sipariş maliyeti
H   : Birim stok maliyeti
Dt   : Periyot t’deki talep miktarı
It     : t dönemine ait stok miktarı
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(12)
N periyottan oluşan bir problemde her bir karıncaya ait çözüm seti sipariş olması durumunda periyot numarası, sipariş olmaması durumunda ise “0” değeri almasıyla oluşur (Tablo 2).

	Tablo 2. LSP için bir karınca turu (1,4)

	1
	0
	0
	4
	0


Bu durumda sipariş büyüklükleri;

Q1 = D1 + D2 + D3
Q2 = 0

Q3 = 0

Q4 = D4 + D5

Q5 = 0
Genel olarak sipariş büyüklüğünün hesaplanmasını formülize etmek gerekirse;
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Ti:  i. periyottan bir sonraki sipariş verilen noktaya kadarki periyot sayısı (Örnekte i=1 ve Ti=2). Bu hesap​lamalar sadece 0’dan farklı değer almış olan periyotlar için yapılır. Aksi durumda Q değeri “0” ola​caktır.

5. SONUÇLAR

Karınca kolonisi algoritmasının, sipariş büyüklüğü ve benzeri yapıdaki problemlere uygulanabileceği bir versiyonu olarak geliştirilen GACO, bu çalışmada tek seviyeli kısıtlamasız sipariş büyüklüğü problemlerine uygulanmıştır. 12 periyottan oluşan ilk problem Silver ve arkadaşları [41] tarafından geliştirilmiştir. Sipariş maliyeti $ 54, stok maliyeti ise 0.02 $/periyot’tur. 10, 20, 30, 40, 50 ve 100 periyottan oluşan diğer prob​lemler ise tarafımızdan geliştirilmiştir (th10, th20, th30, th40, th50, th100). Bu problemlere ait talepler [0,100] arasında tesadüfi olarak belirlenmiştir. Bunun için MATLAB 7.0’daki randint fonksiyonu kulla​nılmıştır. 
Tüm talep değerleri EK-1’de verilmiştir. Tüm prob​lem​ler için sipariş maliyeti (s) 100$ ve stok maliyeti (h) 1 $/periyot olarak alınmıştır. Farklı boyutlardaki problemler için farklı GACO parametreleri kullanıl​mış​tır (Tablo 3). Bu paramet​relerin seçimi belli denemeler sonucu elde edilmiş değerler olmayıp sez​gi​sel olarak belirlenmiştir. Problemler LINGO paket programında da çözdürülmüş, 50 periyoda kadar olan problemlerde çok hızlı bir şekilde (<2 sn) optimum çözümü bulmasına rağmen 100 periyot için uygun bir çözüm bulamamıştır.

	Tablo 3. Problemlere ait kontrol parametreleri

	Problem
	Karınca Sayısı
	Buharlaşma Oranı
	p
	α
	β
	Mutasyon Oranı
	Mutasyon Tipi

	Slvr-12
	300
	0,8
	0,9
	4
	6
	0,3
	Tek nokta PM

	th-10
	300
	0,8
	0,9
	4
	6
	0,3
	Tek nokta PM

	th-20
	300
	0,8
	0,9
	4
	6
	0,3
	Tek nokta PM

	th-30
	400
	0,7
	0,8
	10
	15
	0,45
	Tek nokta PM

	th-40
	400
	0,7
	0,8
	5
	15
	0,45
	Tek nokta PM

	th-50
	500
	0,7
	0,75
	10
	15
	0,2
	Tek nokta PM + Yakın kaydırma PM

	th-100
	500
	0,7
	0,75
	10
	15
	0,15
	Tek nokta PM + Yakın kaydırma PM


Geliştirilen algoritmaya ait kodlar MATLAB 7.0’da yazılmış ve AMD 1,83 GHz, 256 bir bilgisayarda çalıştırılmıştır. Denemeler sonucu GACO’nun tüm problemler için kabul edilebilir sürelerde optimum sonucu verdiği görülmüştür. Sadece 40, 50 ve 100 periyotlu problemler için lokal minimuma takılma durumlarıyla karşılaşılmış, yapılan parametre değişik​lik​leri ile optimumu bulma süreleri aşağıya çekilmeye çalışılmıştır.  Tüm problemler için GACO 100 kere çalıştırılarak optimumu bulma süreleri kaydedilmiştir. Tablo 4’de optimumu bulma süreleri her bir boyuttaki problem için maksimum, minimum ve ortalama olarak verilmiştir. Ayrıca son sütunda LINGO 4.0 programı ile problemlerin optimum çözüm süreleri verilmiştir. Optimum turlar EK-2’dedir. 

	Tablo 4. GACO Sonuçları

	Problem
	Dönem Sayısı
	Optimum
	Ortalama

CPU
	Minimum

CPU
	Maksimum

CPU
	Standart Sapma
	LINGO
CPU

	Slvr-12
	12
	501,2
	0,1376
	0,0468
	0,3437
	0,0618
	<1

	th-10
	10
	815
	0,4040
	0,0469
	2,2343
	0,4312
	<1

	th-20
	20
	1351
	2,4720
	0,2969
	16,9375
	2,4831
	<1

	th-30
	30
	1845
	4,5910
	0,5938
	15,0781
	3,5675
	1

	th-40
	40
	2632
	10,2790
	1,5313
	54,0000
	8,9901
	1

	th-50
	50
	3359
	50,1290
	3,7500
	301,4844
	56,2765
	2

	th-100
	100
	6797
	292,5028
	31
	992,1719
	197,397
	-


Sezgisel metotların özelliği nedeniyle optimumu bulma süreleri değişkenlik arz etmektedir. Bu nedenle algoritma her problem için 100 kez çalıştırılarak orta​lama optimumu bulma süreleri tespit edilmiştir. Parametrelerle ilgili olarak özel bir çalışma yapılmamış olduğu göz önüne alınırsa, böyle bir çalışmadan sonra sürelerin daha da aşağı çekilebileceği düşünülmektedir. Ayrıca mutasyon operatörü ile ilgili de performansı arttırıcı değişiklikler yapılabilir. LINGO programı ile 50 periyoda kadar olan problemlere çok hızlı bir şekilde çözüm üretilebilmesine rağmen, 100 periyottan oluşan problemde bir çözüm bulunamamıştır. 
GACO, bu çalışmada sadece SLUR problemlerine uygulanmıştır. Yöntemin etkinliğinin tam olarak anla​şı​labilmesi için kısıtlı ve çok seviyeli sipariş prob​lem​lerine denenmesinin uygun olacağı düşünülmektedir. Bu konularda yapılacak çalışmalarla hem etkinlik tam olarak araştırılabilir hem de performans arttırılabilir.
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e- Uzak kaydırma PM





�
�
Şekil 4. PM tek nokta mutasyon





function antfit(demands,roads,orderc,stockc)


[satir,sutun]=size(roads);


for i=1:satir


    stoklar(sutun)=0;


    a=nonzeros(roads(i,:));


    antfit(i)=size(a,1)*orderc;


    for j=1:sutun-1


        if roads(i,j)>0


            siparis(j)=demands(j);


            p=j+1;


            while roads(i,p)==0


              siparis(j)=siparis(j)+demands(p);


              if p==sutun 


                  break;


              else


              p=p+1;


              end


            end


        else


         siparis(j)=0;


        end


        if roads(i,sutun)>0


            siparis(sutun)=demands(sutun);


        else


            siparis(sutun)=0;


        end


    end    


    stoklar(1)=siparis(1)-demands(1);


    for j=2:sutun


        stoklar(j)=stoklar(j-1)+siparis(j)-demands(j);


    end


    antfit(i)=antfit(i)+stockc*sum(stoklar);


End�
�
Şekil 3. GACO’da yol uzunluğunun (toplam maliyet) hesaplanması
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ACO algoritmalarında bir karınca turu
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b- GACO’ da bir karınca turu


Şekil � SEQ Şekil \* ARABIC �2�. Karınca turlarında mevcut ACO algoritmaları- GACO karşılaştırması
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e- Uzak kaydırma PM





�
�
Şekil 4. PM tek nokta mutasyon





� EMBED Visio.Drawing.6  ���Şekil � SEQ Şekil \* ARABIC �1�. Gerçek karıncaların en kısa yolu bulma aşamaları
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