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MONOTONE ITERATIVE TECHNIQUE FOR A COUPLED
SYSTEM OF FIRST ORDER DIFFERENTIAL EQUATIONS

ELIF DEMIRCI AND NURI OZALP

Abstract. By the help of upper and lower solutions, the monoton iterative
technique is applied to a coupled system of first order ordinary differential
equations with initial conditions depending on a function of end points. Some
existence and uniqueness results are obtained. An example for a predator-prey
system is given.

1. Introduction

It is well known that one of the most effective methods of estimating the solutions
of differential equations and systems with initial conditions is monotone iterative
technique (for details see [2]). In [1], an existence result is given for the problem

x
′
(t) = f(t, x(t)), t ∈ J = [0, T ], T > 0,

x(0) = g(x(T )).

by using a monotone technique. Here f ∈ C(J×R,R), g ∈ C(R,R). This technique
was also applied to above problem with special cases of the function g (See, [3]−[9]).
For application of monotone iterative techniques to higher order equations see, for
example, [2] and [10]. In this paper, we consider the following coupled system of
differential problem.

u′ =

(
u1
u2

)′

=

(
f1(t, u1, u2)
f2(t, u1, u2)

)
= f(t, u), t ∈ J = [0, T ], T > 0,

u(0) =

(
u1(0)
u2(0)

)
=

(
g1(u1(T ), u2(T ))
g2(u1(T ), u2(T ))

)
= g(u(T )),

(1)

where f ∈ C(J × R2,R2), g ∈ C(R2,R2).
The purpose of this paper is to prove that monotone technique can be applied
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successfully to problems of type (1) with some assumptions on f and g. A predator-
prey example satisfying the conditions given on f and g is also stated.

2. Existence and Uniqueness Results

Theorem 2.1. Let f ∈ C(Ω,R2), g ∈ C(∆,R2). Moreover, we assume that there
exists functions v, w ∈ C1(J,R2) such that
vi(t) ≤ wi(t), v′i(t) ≤ fi(t, v(t)), w′i(t) ≥ fi(t, w(t)), t ∈ J, i = 1, 2,

vi(0) ≤ gi(s) ≤ wi(0) for vi(T ) ≤ si ≤ wi(T ), i = 1, 2,

where

Ω = {(t, u) : vi(t) ≤ ui(t) ≤ wi(t), t ∈ J, i = 1, 2},
∆ = {u ∈ C1(J,R2) : vi(t) ≤ ui(t) ≤ wi(t), t ∈ J, i = 1, 2}.

Then problem (1) has at least one solution in ∆.

Proof. Let P : J × R2 → R2 be defined by

P (t, u(t)) =

(
P1(t, u(t))
P2(t, u(t))

)
=

(
max{v1(t),min(u1(t), w1(t))}
max{v2(t),min(u2(t), w2(t))}

)
Then f(t, P (t, u(t))) defines a continuous extension of f to J × R2. Because of
the fact that f is bounded on Ω, f(t, P (t, u(t))) is bounded on J × R2. Similarly,
g(P (t, u(t))) is a continuous extension of g(u(t)) to R2. Therefore, the problem

u′ = f(t, P (t, u))

u(0) = g(P (T, u(T )))

has a solution defined on J (see [2]). For εi > 0, i = 1, 2, we consider

(wεi)i(t) = wi(t) + εi(1 + t)

(vεi)i(t) = vi(t)− εi(1 + t).

Let vi(T ) ≤ ui(T ) ≤ wi(T ). We have

(vεi)i(T ) = vi(T )− εi(1 + T ) < vi(T ) ≤ ui(T ) ≤ wi(T ) < (wεi)i(T ) , i = 1, 2.

Then, (vεi)i(0) ≤ ui(0) ≤ (wεi)i(0) , i = 1, 2. We want to show that

(vεi)i(t) < ui(t) < (wεi)i(t) , i = 1, 2, t ∈ J.
Suppose that ti ∈ (0, T ] is such that, for i = 1, 2,

(vεi)i(t) < ui(t) < (wεi)i(t) for t ∈ [0, ti)

and ui(ti) = (wεi)i(ti). Then, ui(ti) > wi(ti) and so, Pi(ti, u(ti)) = wi(ti), i = 1, 2.
We know that

vi(ti) ≤ Pi(ti, u(ti)) ≤ wi(ti), i = 1, 2

from the definition of P . We can also write

w′i(ti) ≥ fi(ti, w(ti)) = fi(ti, P (ti, u(ti))) = u′i(ti), i = 1, 2.
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Since (wεi)
′
i(ti) > w′i(ti), we have (wεi)

′
i(ti) > u′i(ti), i = 1, 2. If we set zi =

(wεi)i − ui, this gives

z′i (ti) ≥ 0 and zi (ti) = 0, i = 1, 2.

By using the definition of derivative, we have

z′i (ti) = lim
h→0+

zi (ti)− zi (ti − h)

h
= lim

h→0+
−zi (ti − h)

h
.

Since for h > 0 small enough, zi (ti − h) > 0, we have z′i (ti) < 0 which contradicts
the assumption z′i (ti) ≥ 0, i = 1, 2. So, ui(t) ≤ (wεi)i(t) on J for i = 1, 2. Similarly,
it can be shown that (vεi)i (t) ≤ ui (t). Consequently, (vεi)i (t) ≤ ui (t) ≤ (wεi)i(t)
on J for i = 1, 2. Letting εi → 0, we get vi(t) ≤ ui(t) ≤ wi(t) on J for i = 1, 2. �

The functions v, w ∈ C1(J,R2) are said to be a lower and an upper solution of
problem (1), respectively, if

v′i (t) ≤ fi (t, v (t))

vi (0) ≤ gi (v (T )) , t ∈ J, i = 1, 2

and

w′i (t) ≥ fi (t, w (t))

wi (0) ≥ gi (w (T )) , t ∈ J, i = 1, 2.

Theorem 2.2. Let f ∈ C
(
J × R2,R2

)
, g ∈ C

(
R2,R2

)
, v0, w0 be lower and upper

solutions of (1) such that v0i ≤ w0i on J for i = 1, 2 and let gi be nondecreasing on
J for i = 1, 2. Suppose further that

fi (t, u)− fi (t, ū) ≥ −Mi (ui − ūi) for v0i ≤ ūi ≤ ui ≤ wi0 , Mi ≥ 0 , i = 1, 2.

Then there exists monotone sequences {vn}, {wn} such that vn → v, wn → w
as n → ∞ monotonically and uniformly on J and that v and w are minimal and
maximal solutions of (1), respectively.

Proof. For any η ∈ C(J,R2) such that v0i ≤ ηi ≤ w0i, i = 1, 2, we consider the
following problem:

u′i = fi (t, η)−Mi (ui − ηi) , ui (0) = gi (η (T )) . (2)

For every such η, problem (2) has a unique solution u on J . Define a mapping A
as Aiη = ui, i = 1, 2. This mapping will be used to define the sequences {vni} and
{wni}, i = 1, 2. First, we will prove that
(a) v0i ≤ Aiv0, w0i ≥ Aiw0, i = 1, 2.
(b) Ai are monotone operators on ∆, i = 1, 2.
To prove (a), set Aiv0 = v1i where v1i is the unique solution of (2) for ηi = v0i,
i = 1, 2. Setting pi = v1i − v0i, we have

p′i = v′1i − v′0i ≥ fi (t, v0)−Mi (v1i − v0i)− fi (t, v0) = −Mipi , i = 1, 2,
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and
pi (0) = v1i (0)− v0i (0) ≥ gi (v0 (T ))− gi (v0 (T )) = 0.

This gives us that pi (t) ≥ 0, so v0i ≤ Aiv0, i = 1, 2. Similarly, it can be proven
that w0i ≥ Aiw0.
To prove (b), let η̄i, η̃i ∈ [v0i, w0i] such that η̄i ≤ η̃i, i = 1, 2. Suppose that

u1i = Aiη̄ and u2i = Aiη̃.

Here, u1i and u2i are the unique solutions of (2) for η̄ and η̃, respectively. Set
pi = u2i − u1i, i = 1, 2, then,

p′i = u′2i − u′1i = fi (t, η̃)−Mi (u2i − η̃i)− fi (t, η̄) +Mi (u1i − η̄i)
≥ −Mi (η̃i − η̄i)−Mi (u2i − u1i − η̃i + η̄i) = −Mipi

and

pi (0) = u2i (0)− u1i (0)

= gi (η̃ (T ))− gi (η̄ (T )) ≥ 0,

since gi are nondecreasing for i = 1, 2. This gives us that pi (t) ≥ 0 so, u2i ≥ u1i,
i = 1, 2. Since Aiη̃ ≥ Aiη̄, Ai are monotone operators on ∆ for i = 1, 2.
As a result of (a) and (b), the sequences vni = Aivn−1 and wni = Aiwn−1 can be
defined. We can also show, by using mathematical induction, that

v0i ≤ v1i ≤ ... ≤ vni ≤ wni ≤ ... ≤ w2i ≤ w1i ≤ w0i on J for i = 1, 2.

It then follows
lim
n→∞

vni = vi and lim
n→∞

wni = wi

monotonically and uniformly on J , i = 1, 2. It is clear that v and w are are solutions
of (1) since for i = 1, 2, vni and wni satisfy

v′ni = fi (t, vn−1)−Mi

(
vni − v(n−1)i

)
, vni (0) = gi (vn−1 (T ))

w′ni = fi (t, wn−1)−Mi

(
wni − w(n−1)i

)
, wni (0) = gi (wn−1 (T )) . (3)

To prove that v and w are minimal and maximal solutions of (1), we have to show
that if u is any solution of (1) such that v0i ≤ ui ≤ w0i on J , i = 1, 2, then,

v0i ≤ vi ≤ ui ≤ wi ≤ w0i on J for i = 1, 2.

Suppose that for some n, vni ≤ ui ≤ wni on J and set pi = ui − v(n+1)i, then we
have

p′i = u′i − v′(n+1)i
= fi (t, u)− fi (t, vn) +Mi

(
v(n+1)i − vni

)
≥ −Mi (ui − vni) +Mi

(
v(n+1)i − vni

)
= −Mipi

and
pi (0) = ui (0)− v(n+1)i (0) = gi (u (T ))− gi (vn (T )) ≥ 0.
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These inequalities give us that pi (t) ≥ 0. So, ui ≥ v(n+1)i on J for i = 1, 2. Similarly
it can be shown that ui ≤ w(n+1)i on J for i = 1, 2. Hence, v(n+1)i ≤ ui ≤ w(n+1)i
on J for i = 1, 2. By using mathematical induction, this proves that for all n,
vni ≤ ui ≤ wni. Taking the limit as n → ∞ gives us that vi ≤ ui ≤ wi on J for
i = 1, 2. �

We note that, every element of the sequence {vn} is a lower solution and every
element of the sequence {wn} is an upper solution for problem (1).

Theorem 2.3. Let the conditions of Theorem 1 hold and moreover let

fi(t, x)−fi(t, x̄) ≤ hi(t)(xi−x̄i) for vi(t) ≤ x̄i(t) ≤ xi(t) ≤ wi(t), t ∈ J, i = 1, 2

gi(x (T ))− gi(x̄ (T )) ≤ Li(T )(xi (T )− x̄i (T )) for vi(T ) ≤ x̄i(T ) ≤ xi(T ) ≤ wi(T ),

where hi : J → R are integrable functions on J and Li : J → R+ are nonnegative
functions for i = 1, 2 such that

Li(T ) exp

(∫ T

0

hi(s)ds

)
< 1. (4)

Then the problem (1) has a unique solution in the set ∆.

Proof. The existence of the solution of the problem (1) follows from Theorem 1.
So, we need to prove the uniqueness of the solution. Let y, z ∈ ∆ be two arbitrary
solutions of (1). Without loss of generality we can assume y and z satisfy the
conditions

yi(t) > zi(t) for t ∈ J = [0, T ] , i = 1, 2.

Set pi = yi − zi , i = 1, 2. Hence,

p′i (t) = y′i (t)− z′i (t) = fi (t, y (t))− fi (t, z (t))

≤ hi (t) (yi (t)− zi (t))

= hi (t) pi (t)

and

pi (0) = yi (0)− zi (0) = gi (y (T ))− gi (z (T ))

≤ Li (T ) (yi (T )− zi (T )) (5)

= Li (T ) pi (T ) .

So, we can write
p′i (t)

pi (t)
≤ hi (t) , i = 1, 2. (6)

If we integrate (6) on the interval [0, T ], we get

pi (T ) ≤ pi (0) exp

(∫ T

0

hi (s) ds

)
, i = 1, 2. (7)
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Using (5) and (7), we have

0 < pi (0) ≤ Li (T ) pi (T ) ≤ Li (T ) pi (0) exp

(∫ T

0

hi (s) ds

)
, i = 1, 2.

By the condition given in (4) , this inequality yields pi (0) = 0 which contradicts
with the assumption

pi (t) = yi (t)− zi (t) > 0, t ∈ J, i = 1, 2.

So, there exists a t0 ∈ J such that yi (t0) = zi (t0), i = 1, 2. If t0 = T or t0 = 0,
then

yi (0) = gi (y (T )) = gi (z (T )) = zi (0) , i = 1, 2.

This and (6) yields

pi (t) = yi (t)− zi (t) = 0, t ∈ J, i = 1, 2

which is a contradiction. Let t0 ∈ (0, T ) . Then, yi (t) = zi (t) on [t0, T ], since
yi (T ) = zi (T ) and yi (0) = zi (0). So, yi (t) = zi (t) on J for i = 1, 2. This is also a
contradiction. Consequently, (1) has a unique solution in the set ∆. �

Note that if f and g satisfy the conditions of Theorem 2 besides the conditions
of Theorem 3, the sequences {vn} and {wn} converge to the unique solution u,
uniformly as n→∞.
Functions v, w ∈ C1

(
J,R2

)
are called weakly coupled lower and upper solutions

of (1), if

v′i (t) ≤ fi (t, v (t)) , t ∈ J, i = 1, 2 (8)

vi (0) ≤ gi (w (T ))

w′i (t) ≥ fi (t, w (t)) , t ∈ J, i = 1, 2 (9)

wi (0) ≥ gi (v (T )) .

If the inequalities are converted to equalities in (8) and (9), v and w are called
coupled quasisolutions of (1).

Theorem 2.4. Let f ∈ C(J × R2,R2), g ∈ C(R2,R2), y0, z0 be weakly coupled
lower and upper solutions of (1) such that y0i (t) ≤ z0i (t) on J for i = 1, 2 and let
g be nonincreasing. Suppose further that

−Mi [wi − vi] ≤ fi (t, w)−fi (t, v) for y0i (t) ≤ vi (t) ≤ wi (t) ≤ z0i (t) , t ∈ J, i = 1, 2.

Then there exists monotone sequences {yn} and {zn} such that yn → y, zn → z
monotonically and uniformly on J . Moreover, y and z are coupled quasisolutions
of (1).

Proof. For any η, µ ∈ C(J,R2) such that y0i ≤ ηi ≤ z0i, y0i ≤ µi ≤ z0i i = 1, 2, we
consider the following problems:

u′i = fi (t, η)−Mi (ui − ηi) , ui (0) = gi (µ (T )) (10)
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For every such η, µ, problem (10) has unique solution u on J . Define a mapping A
as Ai [η, µ] = ui, i = 1, 2. This mapping will be used to define the sequences {yn}
and {zn}. First, we will prove that
(a) y0i ≤ Ai[y0, z0], z0i ≥ Ai[z0, y0], i = 1, 2.
(b) Ai are monotone operators on ∆, i = 1, 2.
To prove (a), set Ai[y0, z0] = y1i where y1 is the unique solution of (10), for ηi = y0i,
µi = z0i, i = 1, 2. Setting pi = y1i − y0i, we have

p′i = y′1i − y′0i ≥ fi (t, y0)−Mi (y1i − y0i)− fi (t, y0) = −Mipi , i = 1, 2,

and

pi (0) = y1i (0)− y0i (0) ≥ gi (z0 (T ))− gi (z0 (T )) = 0.

This gives us that pi (t) ≥ 0, so y0i ≤ Ai[y0, z0], i = 1, 2. Similarly, it can be proven
that zoi ≥ Ai[z0, y0], i = 1, 2.
To prove (b), let η̄i, η̃i, µi ∈ [y0i, z0i] such that η̃i ≤ η̄i, i = 1, 2. Suppose that

u1 = A[η̃, µ] and u2 = A[η̄, µ].

Here, u1i and u2i are the unique solutions of (10) for [η̃, µ] and [η̄, µ], respectively.
Set pi = u2i − u1i, i = 1, 2, then,

p′i = u′2i − u′1i = fi (t, η̄)−Mi (u2i − η̄i)− fi (t, η̃) +Mi (u1i − η̃i)
≥ −Mi (η̄i − η̃i)−Mi (u2i − u1i − η̄i + η̃i) = −Mipi

and

pi (0) = u2i (0)− u1i (0) = gi (µ (T ))− gi (µ (T )) = 0.

So, pi (t) ≥ 0. Let ηi, µ̃i, µ̄i ∈ [y0i, z0i] such that µ̃i ≤ µ̄i, i = 1, 2. Suppose that

u1 = A[η, µ̃] and u2 = A[η, µ̄].

Set pi = u1i − u2i, i = 1, 2, then,

p′i = u′1i − u′2i = fi (t, η)−Mi (u1i − ηi)− fi (t, η) +Mi (u2i − ηi)
= −Mipi

and

pi (0) = u1i (0)− u2i (0) = gi (µ̃ (T ))− gi (µ̄ (T )) ≥ 0.

So, pi (t) ≥ 0 on J for i = 1, 2. As a result of (a) and (b), the sequences yn =
A [yn−1, zn−1] and zn = A [zn−1, yn−1] can be defined. We can also show, by using
mathematical induction, that

y0i ≤ y1i ≤ ... ≤ yni ≤ zni ≤ ... ≤ z2i ≤ z1i ≤ z0i on J for i = 1, 2.

It then follows

lim
n→∞

yni = yi and lim
n→∞

zni = zi
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monotonically and uniformly on J for i = 1, 2. It is clear that y and z are coupled
quasisolutions of (1), since yni and zni satisfy

yni
′ (t) = fi

(
t, y(n−1)i (t)

)
−Mi

[
yni (t)− y(n−1)i (t)

]
,

yni (0) = gi
(
z(n−1)i (T )

)
, t ∈ J, i = 1, 2, (11)

z′ni (t) = fi
(
t, z(n−1)i (t)

)
−Mi

[
zni (t)− z(n−1)i (t)

]
,

zni (0) = gi
(
y(n−1)i (T )

)
, t ∈ J, i = 1, 2.

�

Theorem 2.5. Assume that f ∈ C(J × R2,R2), g ∈ C(R2,R2). Let the functions
y0, z0 ∈ C1

(
J,R2

)
be weakly coupled lower and upper solutions of (1) satisfying

y0i (t) ≤ z0i (t) , t ∈ J, i = 1, 2. Moreover, assume that there exists nonnegative
constants Mi, integrable functions Ki : J → R and nonnegative functions Ni : J →
R+ for i = 1, 2 such that

−Mi [wi − vi] ≤ fi (t, w)− fi (t, v) ≤ Ki (t) [wi − vi]
for y0i (t) ≤ vi (t) ≤ wi (t) ≤ z0i (t) , t ∈ J, i = 1, 2,

0 ≤ gi (v (T ))− gi (w (T )) ≤ Ni (T ) [wi (T )− vi (T )]

for y0i (T ) ≤ vi (T ) ≤ wi (T ) ≤ z0i (T ) , i = 1, 2

and

Ni (T ) exp

(∫ T

0

Ki (s) ds

)
< 1. (12)

Then problem (1) has a unique solution u ∈ ∆,

y0i ≤ y1i ≤ ... ≤ yni ≤ zni ≤ ... ≤ z2i ≤ z1i ≤ z0i on J for i = 1, 2. (13)

and {yn} and {zn} converge to u uniformly, for n→∞, on J .

Proof. Since the assumptions of Theorem 3 are satisfied, problem (1) has a unique
solution, u ∈ ∆. It is known from Theorem 4 that {yn} and {zn} converge to their
limit functions uniformly and monotonically as n→∞. Let

lim
n→∞

(yn) (t) = y (t) ,

lim
n→∞

(zn) (t) = z (t) .

Then, y and z satisfy

y′i (t) = fi (t, y (t))

yi (0) = gi (z (T )) , t ∈ J, i = 1, 2,

z′i (t) = fi (t, z (t))

zi (0) = gi (y (T )) , t ∈ J, i = 1, 2

and (
y0
)
i
(t) ≤ yi (t) ≤ zi (t) ≤

(
z0
)
i
(t) , t ∈ J, i = 1, 2.
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Set pi = zi − yi so, pi (t) ≥ 0, t ∈ J, i = 1, 2. So,

p′i (t) = z′i (t)− y′i (t) = fi (t, z (t))− fi (t, y (t)) ≤ Ki (t) pi (t) (14)

and

pi (0) = zi (0)− yi (0) = gi (y (T ))− gi (z (T )) ≤ Ni (T ) pi (T ) , i = 1, 2. (15)

Using (14), we have

pi (T ) ≤ pi (0) exp

∫ T

0

Ki (s) ds. (16)

(15) and (16) give us

0 ≤ pi (0) ≤ Ai (T ) pi (T ) ≤ Ni (T ) pi (0) exp

(∫ T

0

Ki (s) ds

)
.

Condition (12) yields to pi (0) = 0, i = 1, 2. So, pi (t) = 0, t ∈ J, i = 1, 2. Since the
problem (1) has a unique solution on ∆, ui = yi = zi, i = 1, 2. �

Example 2.6. Consider

x′1 = x1 (10− 2x1 − 5x2)

x′2 = x2 (−3 + 5x1) (17)

x1 (0) =
1

2e20
x1 (2) ≥ 0

x2 (0) = x1 (2) +
1

6
x2 (2) ≥ 0, t ∈ [0, 2] .

vi (t) ≡ 0 is a lower solution of (17) . The solution of the system

w′1 = w1 (10− 2w1)

w′2 = w2 (−3 + 5w1) (18)

w1 (0) =
1

2e20
w1 (2) = g1 (w (2)) ≥ 0

w2 (0) = w1 (2) +
1

6
w2 (2) = g2 (w (2)) ≥ 0, t ∈ [0, 2]

is an upper solution of (17) . We note that, the functions on the right-hand side of
the system (18) are obtained by

sup
0≤ϕ≤x2

x1 (10− 2x1 − 5ϕ)

sup
0≤ϕ≤x1

x2 (−3 + 5ϕ) .
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From (18),

w1 (t) =

(
(2− 2e20)e−10t

5

)−1
w2 (t) =

15e4
(
−1 + 2e20−10t − e−10t

) 1
10
(
2e20 − 1

) 1
10

e2t (2e20 − 1)
1
10 (e−20 − 1)

(
6e4 (2e20 − 1)

1
10 − (1− e−2)

1
10

)
is an upper solution of (17) . From Theorem 1, (1) has a solution u satisfying
the condition vi(t) ≤ ui(t) ≤ wi(t), t ∈ J, i = 1, 2. Since the functions gi are
nondecreasing for the ith component, Theorem 2 gives us that (17) has a minimal
and a maximal solution on ∆. Moreover, L1, L2, M1 and M2 constants for g1, g2,
f1 and f2 are 1

2e20 ,
1
6 , 10 and 1, respectively. Since

1

2e20
exp

∫ 2

0

10dt < 1

and
1

6
exp

∫ 2

0

dt < 1,

(17) has a unique solution.
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