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ON THE EXISTENCE OF -OPTIMAL TRAJECTORIES OF THE
CONTROL SYSTEMS WITH CONSTRAINED CONTROL
RESOURCES

ANAR HUSEYIN

ABSTRACT. The control system described by a Urysohn type integral equation
is considered. It is assumed that the admissible control functions are chosen
from the closed ball of the space Ly, p > 1, with radius = and centered at
the origin. Precompactness of the set of trajectories of the control system in
the space of continuous functions is shown. This allows to prove that optimal
control problem with lower semicontinuous payoff functional has an e-optimal
trajectory for every € > 0.

1. INTRODUCTION

Integral equations arise in many problems of contemporary physics and mechan-
ics (see, e.g. [1], [3], [4], [11], [13], [15], [18] and references therein). Pointing out
the importance of the integral equations, W. Heisenberg in his well known "Physics
and Philosophy" writes: "The final equation of motion for matter will probably
be some quantized nonlinear wave equation... This wave equation will probably be
equivalent to rather complicated sets of integral equations..." (see, [6], page 68).
Often the processes which are described by the integral equations have exterior
influences called control efforts or uncertainties of the systems, depending on the
characters of these influences. In this paper it will be assumed that exterior influ-
ences are control efforts and control functions characterizing the control efforts have
an integral constraint. Integral constraint on the control functions is inevitable if
the control resource is exhausted by consumption, such as energy, fuel, food and
finance (see, e.g. [5], [14], [16], [17]).

In papers [8], [9] various topological properties of the sets of trajectories of the
control systems described by the nonlinear Volterra type integral equations with
integral constraint on the control functions are studied. In [7] the approximation of
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the sets of trajectories of the aforementioned systems is discussed. A similar prob-
lem for the systems described by the ordinary differential equations is considered
in [5]. Existence of optimal controls and controllability of the systems described by
the Urysohn type integral equations are discussed in [2], [12] where it is assumed
that control functions have a geometric constraint.

In the presented paper existence of e-optimal trajectories of the control systems
described by the Urysohn type integral equations is investigated. The closed ball
of the space Ly, p > 1, with radius r and centered at the origin is chosen as the
set of admissible control functions which means that admissible control functions
have an integral constraint. Precompactness of the set of trajectories generated by
all admissible control functions is established. Using this result it is proved that
optimal minimization control problem with lower semicontinuous payoff functional
has an e-optimal trajectory for every € > 0.

The paper is organized as follows: In Section 2 the conditions are formulated
which satisfy the system equation (Conditions A, B and C). In Section 3 it is shown
that under accepted conditions, every admissible control function generates unique
trajectory of the system (Theorem 3.1). In Section 4 it is proved that the set of
trajectories of the system is bounded (Theorem 4.1). In Section 5 it is shown that
the sections of the set of trajectories is continuous with respect to the Hausdorff
metric (Proposition 5.2) and the set of trajectories is a precompact set in the
space of continuous functions (Theorem 5.1). Existence of e-optimal trajectories
for optimal minimization control problem is proved (Theorem 5.2).

2. PRELIMINARIES

The control system described by a Urysohn type integral equation

z(§) = £(&,2(8) + /\/QK(&S,%‘(S),U(S))dS (2.1)

is considered, where z € R"™ is the state vector of the system, u € R™ is the control
vector, £ € Q, Q C R¥ is a compact set, A > 0 is a real number.
For given p > 1 and r > 0 we set

Upr = {ul) € Ly (4 R™) : Ju()ll, <7} (2:2)

where L, (£2;R™) is the space of Lebesgue measurable functions u(-) : € — R™

such that [Ju(-)[|, < 400, u(-)|, = (/ u(s)|” ds> ", |I'l denotes the Euclidean
norm. “

The set Uy, C L, (2,R™) is called the set of admissible control functions and
every function u(-) € Uy, is called admissible control function.

We assume that the functions f(-) : @ xR” - R" K(-) : @ x QxR” x R™ — R"
and number A € (0, 00) given in equation (2.1) satisfy the following conditions:
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A. the functions f(-) : @ x R” — R™ and K(-) : @ x Q@ x R” x R™ — R" are
continuous;

B. there exist My € [0,1), My >0, HL >0, My > 0, H > 0, M35 > 0 and
Hjs > 0 such that

1£(& 1) — f(€,22)|| < Mo [|x1 — 22|,

| K (&1, 8,m1,u1) — K(Eg, 8, w2, u2) | (M1 + Hy ([Judl] + [Ju2|D] [[€1 — &2l
[Ma + Ha ([lur || + [[uz)] lz1 — 2]
(M3 + Hs ([|[z1]] + [[22])] lur — uz]]
for every (£4,8,71,u1) € 2 X @ x R® X R™, (£,,8,T2,u2) € 2 X QA X R x R™ ;

<
_|_
+

C. the inequality 0 < A (Mgu (Q) + 2H. (Q)pTi1 r) < 1—Mj is satisfied, where
1 (£2) is the Lebesgue measure of the set €2,
H*:HlaX{Hl,Hg,Hg}. (23)

If the function K(-) : © x  x R” x R™ — R" is Lipschitz continuous, then it
satisfies the conditions A and B.

Now let us define the trajectory of the system (2.1) generated by a given admis-
sible control function.

Let u(-) € Up,. A continuous function z(-) : & — R” satisfying the equation
(2.1) for every € € Q is said to be a trajectory of the system (2.1) generated by the
admissible control function u(-) € Uy,

We denote by X, , the set of all trajectories of the system (2.1) generated by all
admissible control functions u(-) € Uy, . The set X,, , is called the set of trajectories
of the system (2.1).

For each fixed £ € Q2 we set

X, (€) = {2(§) € R" : 2(-) € X, }. (2.4)

Now let us give a proposition which will be used in following arguments.

Proposition 2.1. Let Q C R* be a compact set, v(-) : Q@ — R and r(-) : @ — R
be continuous functions, ¥(-) : Q — [0,400) be a Lebesque integrable function,

/ P(s)ds <1 and
Q
V() < r(6) + / (s)p(s)ds

for every € € Q. Then the inequality
/ r(s)(s)ds

(s)
v(€) < () + G (2.5)
1—/Qw(s)ds
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holds for every £ € Q.
Moreover, if r(§) = 1o for every £ € Q, then it follows from (2.5) that

e < —7 0
1- /Qz/)(s)ds

for every £ € Q.

The proof of the Proposition 2.1 is similar to the proof of the Proposition 1 from
[10].

3. EXISTENCE AND UNIQUENESS OF THE TRAJECTORIES

Denote
M(\) = My + A [MQ,L Q) + 2H*M(Q)’%1r} . (3.1)

The following theorem shows that every admissible control function generates
the unique trajectory of the system (2.1).

Theorem 3.1. Let the functions f(-) : QxR™ - R K(-) : @ x QxR" xR™ — R"
and the number A € (0,00) satisfy the conditions A - C. Then each u.(-) € Up,
generates the unique trajectory x.(-) of the system (2.1).

Proof. Define a map z(-) — F(z(-)), z(-) € C(Q;R™) setting

F(a()](€) = £(6,2(6)) + A / K€, s,2(s).u.(s))ds, €€ 0, (3.2)

where C(£2;R™) is the space of continuous functions z(-) : @ — R™ with norm
2l = max{la(€)] : € € 0.

Let us show that F(z(-)) € C(€;R"). Choose arbitrary £, € € and € > 0. Since
z(+) € C(;R™), then from condition A it follows that there exists §; = 1 (g, z()) >
0 such that for every € € Bg(£,,01) N the inequality

1€ 2(8)) — f(&as (€I < (3-3)

IR

is verified where By(€,,01) = {€ e RF : |¢ =&, ]| < 6
Denote

——

g
20 [Mu(Q) + 2B @) 7 7]

do =
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Condition B and Hoélder’s inequality imply that for every & € Bg(€,,d2) N Q the
inequality

/K(f,s,z(s),u*(s))ds—/K(f*,s,w(s),u*(s))ds
Q Q

gkﬂm+wwmwm—um
Q
< (@) + 2B )T ] 6 < (3.4)

is satisfied. Let 6, = min {d1,02}. (3.3) and (?7) yield that for every £ € B (,, )N

Q the inequality
[E@()IE) = Flz()IE)] < e

holds. This means that the function & — F(z(-))[(€), £ € Q, is continuous at ,.
Since £, € Q is arbitrarily chosen, we obtain that F(z(-)) € C(Q;R™).

Let z1(-) € C(£;R™) and x2(-) € C(2;R™) be arbitrarily chosen functions. From
condition B, (2.3), (3.1), (3.2) and Holder’s inequality it follows that

[F2(DIE) = Flar(DIE)] < Mo llz2(€) = z1(8)l
+ A/[1\42+2H2 [ ($)I[] |2 (s) — 21(s)l| ds
Q

p—1

< Mo+ AMapu(Q) + 20 (@) | flza() = 21 ()
= M) |lz2(-) —210)llc
for every £ € E, and consequently

[E (@2 (DIC) = F@(O)Olle < MO [lz2() = 2:0)ll¢ - (3.5)

According to the condition C we have M(XA) < 1. (3.5) implies that the map

F() : C(R") — C(2;R™) defined by (3.2) is contractive, and hence it has a

unique fixed point x,(-) € C(2; R™) which is unique continuous function satisfying
the equation

z.(§) = f(&§ 2:(§)) + )\/QK(f,&x*(s),u*(s))ds, Eeq.

4. BOUNDEDNESS OF THE SET OF TRAJECTORIES

In this section we will show that Conditions A - C guarantee boundedness of the
set of trajectories X, .. We set

Ko = max{][|f(£,0)] : £ € Q},
k1 = max{||K(£,s,0,0)] : £ € Q, s€Q}
From conditions A and B it follows the validity of the following proposition.
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Proposition 4.1. Let the functions f(-) : @ x R" — R™ and K(-) : Q© x  x R™ x
R™ — R™ satisfy the conditions A and B. Then

1 (&) < Ko + Mo ]|

K (&8 @,u)|| < w1+ M [|ull + [Mz + 2H. [[ull] ||2]

for every (§,s,x) € Q x Q x R™, where the constants My, My and Ms are given in
condition B, H, is defined by (2.3).

Denote

Ko+ Arip(E) + AMgu(E)%r

where M () is defined by (3.1).

Theorem 4.1. Let the conditions A - C be satisfied. Then for every xz(-) € X, »
the inequality

lz()lle < pu
holds.
Proof. Let x(-) € X,, be an arbitrary trajectory, generated by the admissible

control function u(-) € U, ,. From Proposition 4.1, Holder’s inequality and (2.2)
we obtain

[E439]1

IN

ko + Mo [|z(€) ||

+ A / [k + My [[u(s)| + (Ma + 28, [[u(s)]) |(s)Il] ds
o+ Mo [|2(€)]| + M ja() + AMsp(9) 7 r

+ A / (My + 2H, Ju(s)]]) |(s)|| ds

IN

for every £ € Q. Since My € [0,1), then we have from the last inequality

Ko + Ak () + )\Mg,u(Q)pT_lr
1— My

/Q [My + 2H. [u(s)|] |(s)]| ds (4.2)

[z <

A
1— M,

+
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for every £ € Q. Since u(-) € U, ,, then (3.1), (4.1), (4.2), Condition C and
Proposition 2.1 yield

p—1

Q M (2
1— M,
1
x )
1- L, /Q [Ms + 2H, |lu(s)||]] ds
Ko + Ak () + )\Mgu(ﬂ)%r
- 1— M,
1
X =p,
1 [M (Q) + 2H M(Q)”Tflr}
1— M, L2H *
for every £ € Q, and hence ||z(-)||» < p,- O

From Theorem 4.1 it follows the validity of the following corollary.

Corollary 4.1. The inclusion X, (§) C Byn(p,) holds for every & € Q, where the
set X, (&) is defined by (2.4), the number p, > 0 is defined by (4.1), Bn(p,) ={z €
R™: z| < p.}-

5. PRECOMPACTNESS OF THE SET OF TRAJECTORIES AND EXISTENCE OF
e-OPTIMAL TRAJECTORIES

In this section precompactness of the set of trajectories and existence of e-optimal
trajectories are studied. Denote

Dl = Q X Bn(p*)a

wo(A) = max{|[f(&,2) — f(1,2)] : 162 — &l
< A, (51737) € Dy, (52,.23) eDl}’ (51)

@ (8) = _1M0 {wo (A) + A [Mlu(Q) + 2H1U(Q)‘°T?1r} A}. (5.2)

By virtue of condition A, we have wo(A) — 0, ¢(A) — 0 as A — 0T,
The Hausdorff distance between the sets U C R™ and V' C R" is denoted by
h(U,V) and defined as

(U, V) = max{sup d(u, V), sup d(v,U)},
uelU veV

where d(u, V) = inf {||lu —v| : v € V}.

Proposition 5.1. Let the conditions A - C be satisfied. Then for every x(-) € X, »,
& €Q, & € Q the inequality

[2(€2) — (€Il < @ (162 = &)
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holds and hence

h(Xp,r(€2) Xp,r(€1)) < @ (€2 = &)
where X, +(&1) and X, -(&,) are defined by (2.4).

Proof. Let (-) € X, be an arbitrarily chosen trajectory of the system (2.1). Then
there exists u(-) € Uy, such that

d®=f@w@D+A/KX£&M®wSD®,569
Q

Now let & € Q and & € Q. Since z(-) € X, u(-) € Up,, then from (5.1),
Condition B, Theorem 4.1 and Hoélders inequality we have

la(€3) — 2(E)]] < I1f (9 2(69)) — F(Er 2| + £ (Er 2(6a)) — F(Er, 2(61))]
+A/Wﬂ&&ﬂ%MW—K@ww@m@W%
Q

< wo ([[€2 = &) + Mo [lz(&2) — z(§) | + A/ [My + 2Hy [lu(s)[[] [|€2 — & ([ ds

Q
< wo (€ = &) + Mo ll2(6) = 2+ A [ Mipa(Q) + 2Hip(@) 7 ) g - &1l
Since My € [0,1), then the last inequality and (5.1) complete the proof. O

Since @(A) — 0 as A — 07, then Proposition 5.1 yields the validity of the
following propositions.

Proposition 5.2. Let the conditions A - C be satisfied. Then the set valued map
& — X, (8), £ €Q, is continuous, where X, .(§) is defined by (2.4).

Proposition 5.3. Let the conditions A - C be satisfied. Then the set of trajectories
X, r 18 a family of equcontinuous functions.

Now, from Theorem 4.1 and Proposition 5.3 it follows precompactness of the set
of trajectories.

Theorem 5.1. Let the conditions A - C be satisfied. Then the set of trajectories
X, s a precompact subset of the space C (Q;R™).

Now, consider minimization of the lower semicontinuous functional ~(z(:)) :
C(Q,R") — R on the set of trajectories X, . Denote
I, = inf z(+)).
X m(.)exwv( ()
Since X, C C(£2,R™) is nonempty and precompact set and y(z(-)) is a lower
semicontinuous functional, we have that |I.| < +oo.
Let € > 0 be a given number. A trajectory z.(-) € X, , satisfying the inequality
v(z:(+)) < L. + ¢ is said to be an e-optimal trajectory.
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Theorem 5.2. Let the conditions A - C be satisfied and v(x(+)) : C(Q,R™) — R be
a lower semicontinuous functional. Then for every € > 0 there exists an e-optimal
trajectory.

The proof of the theorem follows from precompactness of the set of trajectories
X,.r, Le. from Theorem 5.1 and lower semicontinuity of the functional y(z(-)).

6. CONCLUSION

Nonlinear control systems arise in different problems of theory and applications.
Integral constraint on control functions appears if the control resource is exhausted
by consumption. The precompactness property of the set of trajectories is a useful
tool to study the existence of approximately optimal trajectories in the optimal
control problems with semicontinuous payoff functionals. Note that control system
described by an integral equation with geometric constraints on the control func-
tions can be studied in the framework of integral inclusions. For control systems
with integral constraint on the controls, the situation is different. The matter is
that integral boundedness of the function does not guarantee geometric bounded-
ness. Note that extending the system dimension, it is possible to write the control
system described by integral equation with integral constraint on the controls in
the form of integral inclusion with unbounded right hand side and with phase state
constraint. But in this case, the new system turns out more complex than the
original one. Therefore studying the considered system in its original form is more
preferable, than the reduced one and it is one of the actual problems of control
systems theory.
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