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Abstract. We consider almost Kenmotsu manifolds whose characteristic vec-
tor field belongs to two types of generalized nullity distributions. We prove
that, in dimensions greater or equal to 5, the functions involved in the defi-

nition of such distributions can vary only in direction of ξ and the Rieman-
nian curvature is completely determined. Furthermore, we provide examples
of almost Kenmotsu manifolds satisfying generalized nullity conditions with
non-constant smooth functions.

1. Introduction

One of the recent topics in the theory of almost contact metric manifolds is the
study of the so-called nullity distributions. Historically, a first notion of k-nullity
distribution, k ∈ R, appeared in the Riemannian geometry framework, [12, 20].
More recently, a more general notion of nullity distribution, called (k, µ)-nullity
distribution, with k, µ ∈ R, was introduced, in the context of contact geometry, by
D. E. Blair, T. Koufogiorgos and B. J. Papantoniou in [2]. Such a problematic has
been widely studied ([3, 11]) and by P. Dacko and Z. Olszak in the setting of almost
cosymplectic manifolds as well ([4, 5, 6]). For an almost contact metric manifold
(M2n+1, φ, ξ, η, g) the k-nullity distribution, k ∈ R, is defined by putting for each
p ∈ M2n+1

Np(k) = {Z ∈ TpM
2n+1 | RXY Z = k(g(Y, Z)X − g(X,Z)Y )} ,

where X and Y are arbitrary vectors in TpM
2n+1. Given k, µ ∈ R, the (k, µ)-nullity

distribution, is the distribution given by putting

Np(k, µ) = {Z ∈ TpM
2n+1 | RXY Z = k(g(Y, Z)X − g(X,Z)Y )

+µ(g(Y, Z)hX − g(X,Z)hY )} ,

where h = 1
2Lξφ, L denoting the Lie differentiation.

In [8] the authors consider almost Kenmotsu manifolds (M2n+1, φ, ξ, η, g) sati-
sfying the (k, µ)-nullity condition, which is obtained by requiring that ξ belongs to
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the (k, µ)-nullity distribution, that is, for all vector fields X,Y ,

(1.1) RXY ξ = k
(
η(Y )X − η(X)Y

)
+ µ

(
η(Y )hX − η(X)hY

)
,

and they prove that h = 0 and k = −1. For this reason, in the same paper,
they introduce and study a modified nullity condition involving the tensor field
h′ = h ◦ φ, requiring the vector field ξ to belong to the so-called (k, µ)′-nullity
distribution, k, µ ∈ R, that is
(1.2) RXY ξ = k

(
η(Y )X − η(X)Y

)
+ µ

(
η(Y )h′X − η(X)h′Y

)
,

for all vector fields X,Y .
In [19], we studied almost Kenmotsu manifolds with conformal Reeb foliation, that
is with h = 0, proving in particular that ξ belongs to the k-nullity distribution if
and only if k = −1.
The above conditions are called generalized nullity conditions when one allows k, µ
to be smooth functions. In [17] the authors consider contact metric manifolds sati-
sfying the generalized (k, µ)-nullity condition and they prove that k, µ are constant
in dimension 2n+ 1 > 3. In this paper, for both the generalized nullity conditions,
we discuss the case h ̸= 0 showing that almost Kenmotsu manifolds have a different
behavior with respect to contact metric manifolds.

After some basic data concerning almost Kenmotsu manifolds, in section 3, we
state some preliminary results on almost Kenmotsu manifolds satisfying (1.1) or
(1.2) with k, µ functions. In particular, if dimM2n+1 ≥ 5, we prove that k, µ can
depend only on the direction of ξ and h and h′ are η-parallel.

In sections 4 and 5, it is proved that, if such generalized nullity conditions are
satisfied by an almost Kenmotsu manifold M2n+1 with 2n+1 ≥ 5, the Riemannian
curvature is completely determined and the leaves of the distribution ker(η) are flat
Kähler manifolds. Finally, in the last section, we show, through explicit examples,
the existence of such manifolds with non-constant k, µ in any dimension.

As usually manifolds are assumed connected. For the curvature we adopt the
notation in [16].

2. Preliminaries

An almost contact metric manifold is a (2n + 1)-dimensional smooth manifold
M endowed with a structure (φ, ξ, η, g) given by a (1, 1)-tensor field φ, a vector
field ξ, a 1-form η satisfying φ2 = −I + η⊗ ξ, η(ξ) = 1, and a Riemannian metric g
such that g(φX,φY ) = g(X,Y )− η(X)η(Y ), for any vector fields X and Y . With
this structure it can be associate a 2-form Φ, defined by Φ(X,Y ) = g(X,φY ) for
any vector fields X and Y . The normality of an almost contact metric manifold is
expressed by the vanishing of the tensor field N = [φ,φ] + 2dη ⊗ ξ, where [φ,φ] is
the Nijenhuis torsion of φ. For more details, we refer to Blair’s book [1].

It is well known that Kenmotsu manifolds can be characterized, through their
Levi-Civita connection, by (∇Xφ)(Y ) = g(φX, Y )ξ − η(Y )φ(X), for any vector
fields X,Y . Equivalently, such manifolds can be defined as normal almost contact
metric manifolds such that dη = 0 and dΦ = 2η ∧ Φ (see [13]). Moreover, in
[14] Kenmotsu proved that such a manifold M2n+1 is locally a warped product
] − ε, ε[×fN

2n, N2n being a Kähler manifold and f = cet, c a positive constant.
More recently in [18, 15, 7], almost contact metric manifolds such that dη = 0 and
dΦ = 2η∧Φ are studied and they are called almost Kenmotsu. Obviously, a normal
almost Kenmotsu manifold is a Kenmotsu manifold.
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In an almost Kenmotsu manifold, since dη = 0, the distribution D = ker(η),
orthogonal to ξ, is integrable, and its integral submanifolds, endowed with the
induced almost Hermitian structure, are almost Kähler manifolds; furthermore, we
have Lξη = 0 and [ξ,X] ∈ D for any X ∈ D. Then, using the expression of the
Levi-Civita connection for an almost contact metric manifold, ([1]), we have:

2g
(
(∇Xφ)Y,Z

)
= 2η(Z)g(φX, Y )− 2η(Y )g(φX,Z)

+g(N(Y, Z), φX),
(2.1)

for any vector fields X,Y, Z, from which we deduce that ∇ξφ = 0, so that ∇ξξ = 0,
∇ξX ∈ D for any X ∈ D and, for any vector field X,

(2.2) ∇Xξ = X − η(X)ξ − φh(X) .

Another important consequence of (2.1) is that the almost CR-structure (D, J)
canonically associated with the given almost contact metric structure, where J is
the restriction of φ to D, is CR-integrable if and only if the tensor φ is η-parallel.
Indeed, taking Y, Z ∈ D, we notice that, being D integrable, N(Y, Z) is orthogonal
to ξ; therefore, N(Y,Z) = 0 is equivalent to the condition g(N(Y, Z), φX) = 0 for
all vector fields X ∈ D. But, by (2.1), this is true if and only if g

(
(∇Xφ)Y, Z

)
= 0.

The tensor fields h and h′ = h◦φ are symmetric operators, anticommute with φ
and verify h(ξ) = h′(ξ) = 0, η ◦ h = η ◦ h′ = 0, tr(h) = tr(h′) = 0. Obviously h = 0
if and only if h′ = 0 and they admit the same eigenvalues. For an eigenvalue λ, we
will denote the eigenspaces associated with h and h′ by [λ] and [λ]′, respectively.
Furthermore, if λ ̸= 0, then [λ] ̸= [λ]′, since it is easy to check that X ∈ [λ] implies
−X + φX ∈ [λ]′.

It is proved in [15] that the integral submanifolds of D are totally umbilical
submanifolds of M2n+1 if and only if h = 0. In this case the manifold is locally
a warped product M ′ ×f N2n, where N2n is an almost Kähler manifold, M ′ is
an open interval with coordinate t, and f(t) = cet for some positive constant c
([7]). If, in addition, the integral submanifolds of D are Kähler, then M2n+1 is a
Kenmotsu manifold. Hence, a 3-dimensional almost Kenmotsu manifold with h = 0
is a Kenmotsu manifold.

In [8] the authors study almost Kenmotsu manifolds satisfying the (k, µ)′-nullity
condition, proving that k ≤ −1. Moreover if k = −1, then h′ = 0 and M2n+1

is locally a warped product of an almost Kähler manifold and an open interval.
If k < −1, then µ = −2, h′ admits three eigenvalues λ,−λ, 0, with 0 as simple
eigenvalue and λ =

√
−1− k. The following classification theorem is established.

Theorem 2.1. Let (M2n+1, φ, ξ, η, g) be an almost Kenmotsu manifold satisfying
the (k,−2)′-nullity condition and h′ ̸= 0. Then, M2n+1 is locally isometric to the
warped product Hn+1(k − 2λ) ×f Rn or Bn+1(k + 2λ) ×f ′ Rn, where f = ce(1−λ)t

and f ′ = c′e(1+λ)t, with c, c′ positive constants.

We recall also some results stated in [9] for almost Kenmotsu manifolds with
η-parallel h′. More precisely it is proved that, for any eigenvalue λ, the distribution
[λ]′ is integrable and denoting by [0]′ the space of eigenvectors of 0 which are
orthogonal to ξ, the following theorem is given.

Theorem 2.2. [[9],Theorem 2] Let (M2n+1, φ, ξ, η, g) be an almost Kenmotsu ma-
nifold such that h′ is η-parallel. Let {0, λ1,−λ1, . . . , λr,−λr} be the spectrum of h′,
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with λi ̸= 0. Then an integral manifold M̃ of D is locally the Riemannian product

(2.3) M0 ×Mλ1 ×M−λ1 × . . .×Mλr ×M−λr ,

where M0, Mλi
and M−λi

are integral manifolds of [0]′, [λi]
′ and [−λi]

′ respectively.
Moreover, M0 is an almost Kähler manifold and each Mλi×M−λi is a bi-Lagrangian
Kähler manifold. Denoting by 2m0 +1 the multiplicity of 0, if m0 > 0 then M2n+1

is CR-integrable if and only if M0 is a Kähler manifold.

Finally, we recall that the curvature of an almost Kenmotsu manifold satisfies
(see [7, 8]):

RXY ξ = η(X)(Y − φhY )− η(Y )(X − φhX)
+(∇Y φh)X − (∇Xφh)Y

(2.4)

φlφ− l = 2(−φ2 + h2)(2.5)

g(RξXY, Z)− g(RξXφY, φZ) + g(RξφXY, φZ) + g(RξφXφY,Z)
= 2(∇hXΦ)(Y, Z) + 2η(Y )g(Z,X − φhX)− 2η(Z)g(Y,X − φhX),

(2.6)

where l is the symmetric operator defined by l(X) := RXξξ, for any vector field X.
We observe that the above relations can be rewritten in terms of h′ since φ◦h = −h′

and h = −h′ ◦ φ.

3. Properties of the generalized nullity conditions with h ̸= 0.

Let (M2n+1, φ, ξ, η, g) be an almost Kenmotsu manifold and h = 0. Obviously,
the nullity distributions both reduce to a k-nullity distribution and if ξ belongs
to the generalized k-nullity distribution, k ∈ F(M2n+1), then k = −1. Indeed,
comparing (2.4) and the nullity condition, we have (k + 1)(η(Y )X − η(X)Y ) = 0.
Thus, considering Y = ξ, we obtain (k+1)(φ2(X)) = 0, from which k = −1 follows.

Therefore, from now on, we assume h ̸= 0, everywhere.

Proposition 3.1. Let (M2n+1, φ, ξ, η, g) be an almost Kenmotsu manifold sati-
sfying either the generalized (k, µ)-nullity condition or the generalized (k, µ)′-nullity
condition, with h ̸= 0. Then, one has

(3.1) h2 = (k + 1)φ2 or equivalently h′2 = (k + 1)φ2

(3.2) Q(ξ) = 2nkξ, Q being the Ricci operator

Furthermore, in the case of generalized (k, µ)-nullity condition, one has

∇ξh = −2h− µφh(3.3)

RξXY = k(g(X,Y )ξ − η(Y )X) + µ(g(hX, Y )ξ − η(Y )hX)(3.4)

and in the case of generalized (k, µ)′-nullity condition, one has

∇ξh
′ = −(µ+ 2)h′(3.5)

RξXY = k(g(X,Y )ξ − η(Y )X) + µ(g(h′X,Y )ξ − η(Y )h′X)(3.6)

Proof. From the (k, µ)-nullity condition we soon obtain

(3.7) l(X) = RXξξ = −kφ2(X) + µh(X)

for any X, so that (2.5) implies (3.1). In the case of the (k, µ)′-nullity condition, we

use (2.5) referred to h′, namely φlφ− l = 2(−φ2 + h′2), since h′2 = h2. As for the
second equation, we first remark that, if X is an eigenvector of h with eigenvalue
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λ, (3.1) gives λ2X = −(k + 1)X and hence λ2 = −(k + 1). It follows that k < −1
and h and h′ both have the eigenvalues: 0 as simple eigenvalue, λ =

√
−1− k and

−λ. Moreover, for any X orthogonal to ξ, we have Ric(X, ξ) = 0, since RXY ξ = 0,
for any X,Y ∈ D. Now, we choose an orthonormal local basis of eigenvectors of h
(or of h′) of the form {ξ, ei, φei}1≤i≤n with ei ∈ [λ] (or ei ∈ [λ]′) and we find

g(Q(ξ), ξ) =
∑n

i=1 g(Reiξξ, ei) +
∑n

i=1 g(Rφeiξξ, φei)
= n(k + λµ) + n(k − λµ) = 2nk,

obtaining (3.2).
In the case of generalized (k, µ)-nullity condition, applying φ to (2.5) and taking

into account that η((∇ξh)X) = 0 for any vector field X, we get

(∇ξh)X = −φX − 2hX − φh2X − φlX,

which, using (3.7) and (3.1), gives (3.3). Finally, the last relation is a consequence
of the symmetries of the curvature tensor field and of (1.1).

In the case of the generalized (k, µ)′-nullity condition, using (2.4), we obtain that

l = φ2 − 2h′ − h′2 −∇ξh
′, hence −(k + 1)φ2 = −(µ+ 2)h′ − h′2 −∇ξh

′ and (3.5)
follows, applying (3.1). Again, the last relation follows from the symmetries of the
curvature tensor field and from (1.2). �

Remark 3.1. If h ̸= 0 each of the two nullity conditions implies that the almost
Kenmotsu structure is CR-integrable. Indeed, for an almost Kenmotsu manifold,
the CR-integrability is equivalent to the fact that the integral submanifolds of D are
Kähler. This happens if and only if (∇Xφ)Y = g(φX + hX, Y )ξ, for all X,Y ∈ D
([10]). In our case, this condition is satisfied. Indeed, if X,Y ∈ D, by (3.4) or
(3.6), we have RξXY ∈ [ξ]. Then, if we take Z in D, being h ̸= 0, (2.6) reduces to
(∇hXΦ)(Y, Z) = 0, the structure is CR-integrable and, for any X,Y ∈ D,

(3.8) (∇Xφ)Y ∈ [ξ].

Proposition 3.2. Let (M2n+1, φ, ξ, η, g) be an almost Kenmotsu manifold with
h ̸= 0. If the generalized (k, µ)-nullity condition holds, then:

ξ(λ) = −2λ , ξ(k) = −4(k + 1).

If the generalized (k, µ)′-nullity condition holds, then:

ξ(λ) = −λ(µ+ 2) , ξ(k) = −2(k + 1)(µ+ 2).

Moreover, in both cases, if 2n+ 1 ≥ 5, then for any X ∈ D:

X(λ) = 0, X(k) = 0, X(µ) = 0.

Proof. LetX be a unit eigenvector of h corresponding to the eigenvalue λ. Applying
(3.3), we obtain ξ(λ)X +λ∇ξX −h(∇ξX) = −2λX −µλφX and the first formula,
by taking the scalar product with X. Since k = −1−λ2 the second formula follows.
Analogously, let X be a unit eigenvector of h′ corresponding to the eigenvalue λ.
Applying (3.5), we obtain ξ(λ)X+λ∇ξX−h′(∇ξX) = −λ(µ+2)X, and hence the
first formula, by taking the scalar product with X. Then, since λ2 = −1 − k, we
have ξ(k) = −2(k + 1)(µ+ 2).

Finally, being k < −1, the non-zero eigenvalues of h are λ =
√
−1− k and −λ

and both the eigendistributions [λ] and [−λ] have constant dimension n. Next,
comparing the nullity conditions with (2.4), for any X,Y ∈ D, we obtain

(3.9) (∇Xh′)Y − (∇Y h
′)X = 0,
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which implies that h′ acts as a Codazzi tensor on each integral submanifold M2n of
the distribution D and, being n > 1, the eigenfunctions λ, −λ are constant along
D since D = [λ]′ ⊕ [−λ]′ = [λ]⊕ [−λ]. Thus, for any X ∈ D we have X(λ) = 0 and
X(k) = 0 follows from λ2 = −1− k.

In the case of generalized (k, µ)′-nullity condition, from ξ(λ) = −λ(µ+2), we get
X(µ) = 0 since, for X ∈ D, [X, ξ] ∈ D implies 0 = [X, ξ](λ) = X(ξ(λ)) = −λX(µ).

Instead, to prove X(µ) = 0 in the case of generalized (k, µ)-nullity condition, we
use the second Bianchi identity. We have, for X,Y ∈ D
(3.10) (∇XR)(Y, ξ, ξ)− (∇Y R)(X, ξ, ξ) + (∇ξR)(X,Y, ξ) = 0.

The nullity condition implies the vanishing of the third term. Using (3.4) and
taking into account that ∇Xξ ∈ D, we find

(∇XR)(Y, ξ, ξ) = ∇X(R(Y, ξ)ξ)−R(∇XY, ξ)ξ −R(Y, ξ)∇Xξ

= X(k)Y +X(µ)hY + µ(∇Xh)Y + µg(hY,X + hφX)ξ.

Thus, since X(k) = Y (k) = 0, (3.10) becomes

(3.11) 0 = X(µ)hY − Y (µ)hX + µ((∇Xh)Y − (∇Y h)X − 2g(hX, hφY )ξ).

Now, from (3.9) and (3.8), one easily deduces

(3.12) (∇Xh)Y − (∇Y h)X ∈ [ξ],

for any X,Y ∈ D and, by a simple computation, we obtain

(∇Xh)Y − (∇Y h)X = 2g(hX, hφY )ξ.

Therefore, (3.11) reduces to X(µ)hY − Y (µ)hX = 0.
Finally, choosing X ∈ [λ] and Y ∈ [−λ], we get λ

(
X(µ)Y + Y (µ)X

)
= 0. Then

λ ̸= 0 and X,Y linearly independent imply X(µ) = Y (µ) = 0. This means that
Z(µ) = 0 for any Z ∈ D, since D = [λ]⊕ [−λ]. �

Examples with non constant k, µ are constructed in last section.

Proposition 3.3. Let (M2n+1, φ, ξ, η, g) be an almost Kenmotsu manifold, with
h ̸= 0 and n > 1, satisfying either the generalized (k, µ)-nullity condition or the
generalized (k, µ)′-nullity condition. Then, h and h′ are η-parallel, that is for any
X,Y, Z ∈ D, one has

g((∇Xh)Y, Z) = 0 g((∇Xh′)Y,Z) = 0

Proof. We notice that the two nullity conditions imply (3.9) and (3.12). We discuss
the η-parallelism of h. If X,Y, Z ∈ D, (3.12) implies

(3.13) g((∇Xh)Y,Z) = g((∇Y h)X,Z).

Then, if X ∈ D and Y,Z are in the same eigenspace of h, since X(λ) = 0, a direct
computation gives g

(
(∇Xh)Y, Z

)
= 0. By the symmetry of ∇Xh with respect to

g, using (3.13), for any X,Y ∈ [λ] and Z ∈ D, we also have g((∇Xh)Y, Z) =
g(Y, (∇Xh)Z) = g(Y, (∇Zh)X) = 0.
Therefore, (∇Xh)Y , with X,Y ∈ [λ], has only the component along ξ. Since
g((∇Xh)Y, ξ) = −g(Y, h(X − φhX)) = −λg(X,Y ), being φX ∈ [−λ], we obtain
(∇Xh)Y = −λg(X,Y )ξ, for X,Y ∈ [λ].
Analogously, if X,Y ∈ [−λ], we get (∇Xh)Y = λg(X,Y )ξ, and, finally, if X ∈ [λ]
and Y ∈ [−λ], we have (∇Xh)Y = λ2g(X,φY )ξ.
Now writing Z ∈ D as Zλ+Z−λ, where Zλ and Z−λ denote the component of Z in
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[λ] and [−λ], respectively, it follows that, for any X,Y, Z ∈ D, g((∇Xh)Y,Z) = 0
and h is η-parallel. Moreover, we have

g((∇Xh)Y, ξ) = g(Y, (∇Xh)ξ) = −g(Y, h(∇Xξ)) = −g(hX + h2φX, Y ),

hence (∇Xh)Y = −g(hX + h2φX, Y )ξ.
Since h′ = h ◦ φ, being φ η-parallel, the η-parallelism of h′ follows. We get

g((∇Xh′)Y, ξ) = g(Y, (∇Xh′)ξ) = −g(Y, h′(∇Xξ)) = −g(h′X + h′2X,Y )

and (∇Xh′)Y = −g(h′X + h′2X,Y )ξ.
Finally, differentiating (3.1), for X,Y ∈ D, we get (∇Xh2)Y = −(k+1)η(∇XY ).

Being D integrable and h2 = h′2 we obtain

(3.14) (∇Xh2)Y − (∇Y h
2)X = 0 , (∇Xh′2)Y − (∇Y h

′2)X = 0.

for all X,Y ∈ D. �

4. The generalized (k, µ)-nullity condition

In this section we deeply analyze almost Kenmotsu manifolds M2n+1, of di-
mension 2n + 1 ≥ 5, whose characteristic vector field ξ belongs to the generalized
(k, µ)-nullity distribution.

Proposition 4.1. Let (M2n+1, φ, ξ, η, g) be an almost Kenmotsu manifold satisfy-
ing the generalized (k, µ)-nullity condition with h ̸= 0 and n > 1. Then, for any
X,Y , one has

(∇Xh)Y = −g(hX + h2φX, Y )ξ − η(Y )(hX + h2φX)− 2η(X)hY − µη(X)φhY .

Proof. From Proposition 3.3 we know that (∇Xh)Y = −g(hX + h2φX, Y )ξ, for
X,Y ∈ D. Then, we write any vector field X on M2n+1 as XD + η(X)ξ, XD
denoting the component of X in D and, using (3.3), we have

(∇Xh)Y = (∇XDh)YD + η(Y )(∇XDh)ξ + η(X)(−2hY − µφhY )

= −g(hX + h2φX, Y )ξ − η(Y )(hX + h2φX) + η(X)(−2hY − µφhY ),

which concludes the proof. �
We now state some curvature properties.

Lemma 4.1. Let (M2n+1, φ, ξ, η, g), n > 1, be an almost Kenmotsu manifold sati-
sfying the generalized (k, µ)-nullity condition and h ̸= 0. Then, for any X,Y, Z ∈ D,

RXY hZ − hRXY Z = −g(hY + h2φY,Z)(X + hφX)
+g(hX + h2φX,Z)(Y + hφY )
−g(X + hφX,Z)(hY + h2φY )
+g(Y + hφY,Z)(hX + h2φX).

Proof. We consider the Ricci identity for h and applying Proposition 4.1, by direct
computation, we obtain

RXY hZ − hRXY Z = −g((∇Xh)Y − (∇Y h)X,Z)ξ
+g((∇Xh2)Y − (∇Y h

2)X,φZ)ξ
−g(∇Y Z, ξ)(hX + h2φX) + g(∇XZ, ξ)(hY + h2φY )
−g(hY + h2φY,Z)∇Xξ + g(hX + h2φX,Z)∇Y ξ
−g(h2X, (∇Y φ)Z)ξ + g(h2Y, (∇Xφ)Z)ξ.

Therefore, taking into account (3.14), the η-parallelism of φ and h, and completing
the above computation, we obtain the desired formula. �
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Lemma 4.2. Let (M2n+1, φ, ξ, η, g), be an almost Kenmotsu manifold satisfying
the generalized (k, µ)-nullity condition with h ̸= 0. Then, for any X,Y, Z ∈ D, one
has

RXY φZ − φRXY Z = g(φY + hY, Z)(X + hφX)− g(φX + hX,Z)(Y + hφY )
−g(X + hφX,Z)(φY + hY ) + g(Y + hφY,Z)(φX + hX).

Proof. Owing to the CR-integrability, each integral submanifoldM ′ ofD is a Kähler
manifold, so that R′

XY φZ − φR′
XY Z = 0, for any X,Y, Z ∈ Γ(TM ′), where R′

denotes the curvature tensor field of M ′. On the other side, as hypersurface of
M2n+1, M ′ has the Weingarten operator A given by AX = −∇Xξ = −(X+hφX).
Hence, using the Gauss equation, we get

RXY Z = R′
XY Z + g(X + hφX,Z)(Y + hφY )− g(Y + hφY,Z)(X + hφX).

and the required formula follows. �

We shall prove that the generalized (k, µ)-nullity condition completely deter-
mines the curvature tensor field. To this aim, taking into account the nullity con-
dition and (3.4), it is enough to determine R on D.

Theorem 4.1. The curvature tensor of an almost Kenmotsu manifold M2n+1,
n > 1, satisfying the generalized (k, µ)-nullity condition with h ̸= 0, satisfies, for
any Xλ, Yλ, Zλ ∈ [λ] and X−λ, Y−λ, Z−λ ∈ [−λ]:

RXλYλ
Z−λ = λ[g(φYλ, Z−λ)Xλ − g(φXλ, Z−λ)Yλ]

− λ2[g(φYλ, Z−λ)φXλ − g(φXλ, Z−λ)φYλ],

RX−λY−λ
Zλ = −λ2[g(φY−λ, Zλ)φX−λ − g(φX−λ, Zλ)φY−λ]

+ λ[g(φX−λ, Zλ)Y−λ − g(φY−λ, Zλ)X−λ],

RXλY−λ
Z−λ = −g(Y−λ, Z−λ)Xλ − λ2g(φXλ, Z−λ)φY−λ

+ λ[g(Y−λ, Z−λ)φXλ − g(φXλ, Z−λ)Y−λ],

RXλY−λ
Zλ = g(Xλ, Zλ)Y−λ + λ2g(φY−λ, Zλ)φXλ

+ λ[g(Xλ, Zλ)φY−λ − g(φY−λ, Zλ)Xλ],

RXλYλ
Zλ = −g(Yλ, Zλ)Xλ + g(Xλ, Zλ)Yλ

+ λ[g(Yλ, Zλ)φXλ − g(Xλ, Zλ)φYλ],

RX−λY−λ
Z−λ = −g(Y−λ, Z−λ)X−λ + g(X−λ, Z−λ)Y−λ

− λ[g(Y−λ, Z−λ)φX−λ − g(X−λ, Z−λ)φY−λ].

Proof. First of all, for any Xλ, Yλ, Zλ ∈ [λ], applying Lemma 4.1, we get

λRXλYλ
Zλ − hRXλYλ

Zλ = 2λ2[g(Yλ, Zλ)φXλ − g(Xλ, Zλ)φYλ]

and, by scalar multiplication with W−λ ∈ [−λ], one has

2λg(RXλYλ
Zλ,W−λ) = 2λ2[g(Yλ, Zλ)g(φXλ,W−λ)− g(Xλ, Zλ)g(φYλ,W−λ)]
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from which, being λ ̸= 0,

g(RXλYλ
Zλ,W−λ) = λ[g(Yλ, Zλ)g(φXλ,W−λ)

−g(Xλ, Zλ)g(φYλ,W−λ)].
(4.1)

With a similar argument, for any Xλ,Wλ ∈ [λ] and Y−λ, Z−λ ∈ [−λ], we also obtain

g(RXλY−λ
Z−λ,Wλ) = −g(Y−λ, Z−λ)g(Xλ,Wλ)

−λ2g(φXλ, Z−λ)g(φY−λ,Wλ)
(4.2)

and, from (4.1), by symmetries of the tensor field R, for any Xλ, Yλ,Wλ ∈ [λ] and
Z−λ ∈ [−λ]

g(RXλYλ
Z−λ,Wλ) = λ[g(φYλ, Z−λ)g(Xλ,Wλ)

−g(φXλ, Z−λ)g(Yλ,Wλ)].
(4.3)

Next, fixed a local φ-basis (ξ, e1, . . . , en, φe1, . . . , φen), with ei ∈ [λ] we compute
RXλYλ

Z−λ. The nullity condition implies g(RXλYλ
Z−λ, ξ) = 0, while, using the

first Bianchi identity, (4.2) and (4.3), we get

g(RXλYλ
Z−λ, ei) = λ[g(φYλ, Z−λ)g(Xλ, ei)− g(φXλ, Z−λ)g(Yλ, ei)]

g(RXλYλ
Z−λ, φei) = −λ2[g(Xλ, φZ−λ)g(Yλ, ei)− g(φZ−λ, Yλ)g(Xλ, ei)],

so that, summing on i, the expression for RXλYλ
Z−λ follows.

The terms RX−λY−λ
Zλ and RXλY−λ

Z−λ are computed in a similar manner.
Now, acting by φ on the formula just proved and using Lemma 4.2, we get

RXλYλ
φZ−λ = g(φYλ, Z−λ)Xλ − g(φXλ, Z−λ)Yλ

−λ[g(φYλ, Z−λ)φXλ − g(φXλ, Z−λ)φYλ].

Writing this formula for φZλ, by the compatibility condition, we have the result for
RXλYλ

Zλ. Similar computation yields RX−λY−λ
Z−λ. Analogously, using the third

formula and Lemma 4.2 we obtain RXλY−λ
Zλ. �

Now, we are able to compute some sectional curvatures.

Proposition 4.2. Let (M2n+1, φ, ξ, η, g), n > 1, be an almost Kenmotsu manifold
satisfying the generalized (k, µ)-nullity condition with h ̸= 0. Then, for the sectional
curvatures we have:

a) K(X, ξ) =

{
k + λµ if X ∈ [λ]
k − λµ if X ∈ [−λ].

b) K(X,Y ) =

{
−1 if X,Y ∈ [λ] or X,Y ∈ [−λ]

−1 + λ2
(
g(X,φY )

)2
if X ∈ [λ], Y ∈ [−λ].

c) The scalar curvature is given by Sc = 2nk − 4n2.

Proof. From the nullity condition, one immediately obtains the sectional curvature
of a plane section containing ξ. The expressions in b) easily follow from the previous
proposition. Finally, choosing a local orthonormal frame (ξ, ei, φei)1≤i≤n, we get
the Ricci tensor expressions

Ric(ξ, ξ) = 2nk, Ric(ei, ei) = λµ− 2n, Ric(φei, φei) = −λµ− 2n,

and the scalar curvature is given by Sc = 2nk − 4n2. �

Corollary 4.1. Let (M2n+1, φ, ξ, η, g) be an almost Kenmotsu manifold. If n > 1
and ξ belongs to the generalized (k, µ)-nullity distribution with h ̸= 0, then the
leaves of D are flat Kählerian manifolds.
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Proof. By Remark 3.1, we already know that each of the integral submanifolds of
D is a Kählerian manifold. Now, we prove the flatness. Let M̄ be a leaf of D. As
hypersurface ofM2n+1, M̄ has the Weingarten operator A given by AX = −∇Xξ =
−(X − φhX). Hence, applying the Gauss equation, we get

K̄(X,Y ) = K(X,Y ) +
(
1 + g(hY, φY )

)(
1 + g(hX,φX)

)
− g(hX,φY )2 ,

for any orthonormal X,Y ∈ Γ(TM̄). Therefore, the result follows from the previous
proposition. �

5. The generalized (k, µ)′-nullity condition

This section is devoted to study almost Kenmotsu manifolds, of dimension at
least 5, satisfying the generalized (k, µ)′-nullity condition with h′ ̸= 0.

Being h′ η-parallel, from Proposition 1 in [9] we soon obtain the explicit expres-
sion of ∇h′.

Proposition 5.1. Let (M2n+1, φ, ξ, η, g), n > 1, be an almost Kenmotsu manifold
satisfying the generalized (k, µ)′-nullity condition with h′ ̸= 0. Then, we have:

(∇Xh′)Y = −g(h′X + h′2X,Y )ξ − η(Y )(h′X + h′2X)− (µ+ 2)η(X)h′Y,

for any X,Y ∈ Γ(TM2n+1).

Proof. Proposition 1 in [9] states that

(∇Xh′)Y = −g(h′X + h′2X,Y )ξ − η(Y )(h′X + h′2X) + η(X)(∇ξh
′)Y

and using (3.5) we get the required formula. �

Lemma 5.1. Let (M2n+1, φ, ξ, η, g), n > 1, be an almost Kenmotsu manifold
satisfying the generalized (k, µ)′-nullity condition with h′ ̸= 0. Then, for any
X,Y, Z ∈ D, one has

RXY h
′Z − h′RXY Z = (k + 2)[g(Y, Z)h′X − g(X,Z)h′Y

+g(h′X,Z)Y − g(h′Y, Z)X].

Proof. We can consider the Ricci identity for h′ and obtain the formula by direct
computation using Proposition 5.1 or, since h′ = h ◦ φ implies

(RXY h
′)Z = (RXY h)(φZ) + h((RXY φ)Z),

then, using Proposition 3.3, Proposition 4.1 and Lemma 4.2, we obtain

(RXY h
′)Z = −g(Z,X + h′X)(h′Y + h′2Y ) + g(Z, Y + h′Y )(h′X + h′2X)

−g(h′Y + h′2Y, Z)(X + h′X) + g(h′X + h′2X,Z)(Y + h′Y ).

Finally, using h′2 = (k + 1)φ2, we conclude the proof. �

Since the link between RXY and φ does not involve the nullity conditions and,
being h′ ̸= 0, the structure is CR-integrable, then Lemma 4.2 still holds, writing
h′ instead of h ◦ φ.
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Lemma 5.2. Let (M2n+1, φ, ξ, η, g), be an almost Kenmotsu manifold satisfying
the generalized (k, µ)′-nullity condition with h′ ̸= 0. Then, for any X,Y, Z ∈ D,
one has

RXY φZ − φRXY Z = g(φY + φh′Y,Z)(X + h′X)

− g(φX + φh′X,Z)(Y + h′Y )

− g(X + h′X,Z)(φY + φh′Y )

+ g(Y + h′Y, Z)(φX + φh′X).

Theorem 5.1. Let (M2n+1, φ, ξ, η, g) be an almost Kenmotsu manifold satisfying
the generalized (k, µ)′-nullity condition with h′ ̸= 0 and n > 1. Then, for any
Xλ, Yλ, Zλ ∈ [λ]′ and X−λ, Y−λ, Z−λ ∈ [−λ]′, the curvature tensor satisfies:

RXλYλ
Z−λ = 0, RX−λY−λ

Zλ = 0,

RXλY−λ
Zλ = (2 + k)g(Xλ, Zλ)Y−λ,

RXλY−λ
Z−λ = −(2 + k)g(Y−λ, Z−λ)Xλ,

RXλYλ
Zλ = (k − 2λ)[g(Yλ, Zλ)Xλ − g(Xλ, Zλ)Yλ],

RX−λY−λ
Z−λ = (k + 2λ)[g(Y−λ, Z−λ)X−λ − g(X−λ, Z−λ)Y−λ].

Proof. Applying Lemma 5.1, for any Xλ ∈ [λ]′ and Y−λ, Z−λ ∈ [−λ]′, we have

−λRXλY−λ
Z−λ − h′RXλY−λ

Z−λ = 2λ(k + 2)
(
g(Y−λ, Z−λ)Xλ + g(Xλ, Z−λ)Y−λ

)
.

At the same time, by scalar multiplication with Wλ ∈ [λ]′, being λ ̸= 0, we get

(5.1) g(RXλY−λ
Z−λ,Wλ) = −(k + 2)g(Y−λ, Z−λ)g(Xλ,Wλ).

Lemma 5.1 implies that RXλYλ
Zλ ∈ [λ]′ and RX−λY−λ

Z−λ ∈ [−λ]′. Now, in order
to compute RXλYλ

Z−λ, we consider a local orthonormal frame {ξ, ei, φei}, with
ei ∈ [λ]′. The nullity condition gives g(RXλYλ

Z−λ, ξ) = 0, while RXλYλ
ei ∈ [λ]′

implies g(RXλYλ
Z−λ, ei) = 0. Using the first Bianchi identity and (5.1), we have

g(RXλYλ
Z−λ, φei) = g(RYλZ−λ

φei, Xλ)− g(RXλZ−λ
φei, Yλ)

= −(k + 2)
(
g(Z−λ, φei)g(Yλ, Xλ)

− g(Z−λ, φei)g(Xλ, Yλ)
)
= 0,

so that RXλYλ
Z−λ = 0. The terms RX−λY−λ

Zλ, RXλY−λ
Zλ and RXλY−λ

Z−λ are
computed in a similar way.

Now, by Lemma 5.2, using RXλYλ
Z−λ = 0, we get

RXλYλ
φZ−λ = (1 + λ)2

(
g(φYλ, Z−λ)Xλ − g(φXλ, Z−λ)Yλ

)
.

Writing this formula for φZλ ∈ [−λ]′, being (1 + λ)2 = −k + 2λ, we have

RXλYλ
Zλ = −RXλYλ

φ(φZλ) = (k − 2λ)
(
g(Yλ, Zλ)Xλ − g(Xλ, Zλ)Yλ

)
.

In the same manner, we obtain the result for RX−λY−λ
Z−λ. �

Proposition 5.2. Let (M2n+1, φ, ξ, η, g), n > 1, be an almost Kenmotsu mani-
fold satisfying the generalized (k, µ)′-nullity condition with h′ ̸= 0. Then, for the
sectional curvatures we have:

a) K(X, ξ) =

{
k + λµ if X ∈ [λ]′

k − λµ if X ∈ [−λ]′;
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b) K(X,Y ) =

 k − 2λ if X,Y ∈ [λ]′

k + 2λ if X,Y ∈ [−λ]′

−(k + 2) if X ∈ [λ]′, Y ∈ [−λ]′;
c) The scalar curvature Sc is given by Sc = 2n(k − 2n).

Proof. The expressions in a) follow immediately from the nullity condition. In
fact, for any unit X ∈ [λ]′, RXξξ = (k + λµ)X and, taking the scalar product
with X, one has K(X, ξ) = k + λµ. Now, Proposition 5.1 implies that, for any
orthonormal X,Y ∈ [λ]′, RXY Y = (k − 2λ)X which implies K(X,Y ) = k − 2λ.
The remaining cases in b) are similar. Finally, the expression of the Ricci tensor in
a local orthonormal frame {ξ, ei, φei} with ei ∈ [λ]′ is given by

Ric(ξ, ξ) = 2nk ,
Ric(ei, ei) = −2n(1 + λ) + λ(µ+ 2) ,
Ric(φei, φei) = −2n(1− λ)− λ(µ+ 2).

So, the scalar curvature is Sc = 2n(k − 2n). �

Corollary 5.1. Let (M2n+1, φ, ξ, η, g) be an almost Kenmotsu manifold. If n > 1
and ξ belongs to the generalized (k, µ)′-nullity distribution with h′ ̸= 0, then the
leaves of D are flat bi-Lagrangian Kählerian manifolds.

Proof. Let M̄ be a leaf of D. By Remark 3.1, we already know that M̄ is a Kählerian
manifold. Moreover, from Theorem 2.2, we get that M̄ is locally the Riemannian
product Mλ ×M−λ and Mλ ×M−λ is a bi-Lagrangian Kähler manifold. Now, to
prove the flatness, we use the Gauss equation for a hypersurface and we get

K̄(X,Y ) = K(X,Y ) +
(
1 + g(h′Y, Y )

)(
1 + g(h′X,X)

)
− g(X,h′Y )2 ,

for any orthonormal X,Y ∈ Γ(TM̄). Therefore, the result follows from the previous
proposition. �

6. Examples

6.1. Examples in any dimension.

Example 6.1. Let n ∈ N, n ≥ 1 and consider on R2n+1 the following vector fields:

ξ = e−z ∂

∂z
, Xi = e−(z+ez) ∂

∂xi
, Yi = ez−ez ∂

∂yi
, i = 1, . . . , n,

where (x1, . . . xn, y1, . . . yn, z) are the standard coordinates of R2n+1. They make
up a global frame which satisfies

[ξ,Xi] = −(1 + e−z)Xi, [ξ, Yi] = −(1− e−z)Yi,

[Xi, Xj ] = [Xi, Yj ] = [Yi, Xj ] = [Yi, Yj ] = 0,
(6.1)

for any i, j ∈ {1, . . . , n}. We consider the 1-form η dual to ξ and the (1, 1)-tensor
field φ defined by putting φ(ξ) = 0, φ(Xi) = Yi, φ(Yi) = −Xi. Let g be the
Riemannian metric on R2n+1 such that the basis {ξ,Xi, Yi}1≤i≤n is orthonormal.
It can be easily verified that (R2n+1, φ, ξ, η, g) is an almost Kenmotsu manifold.
Notice that Xi and Yi are eigenvectors of h′ with eigenvalues λ = e−z and −λ,
respectively.
Now, we check that ξ belongs to the generalized (k, µ)′-nullity distribution with
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k = −(1 + e−2z) and µ = −2 + e−z. If ∇ is the Levi-Civita connection of g, using
the Koszul formula and (6.1), we obtain

∇XiXj = −(1 + e−z)δijξ, ∇XiYj = 0, ∇Xiξ = (1 + e−z)Xi,

∇YiYj = −(1− e−z)δijξ, ∇YiXj = 0, ∇Yiξ = (1− e−z)Yi,

∇ξXi = 0, ∇ξYi = 0, ∇ξξ = 0.

It follows that

R(Xi, Xj)ξ = ∇Xi
(∇Xj

ξ)−∇Xj
(∇Xi

ξ)

= (1 + e−z)∇XiXj − (1 + e−z)∇XjXi

= (1 + e−z)[Xi, Xj ] = 0.

Analogously, we get R(Yi, Yj)ξ = 0 and R(Xi, Yj)ξ = 0. Finally, we compute

R(Xi, ξ)ξ = −∇ξ(∇Xiξ)−∇[Xi,ξ]ξ

= −ξ(e−z)Xi − (1 + e−z)∇ξXi − (1 + e−z)∇Xiξ

= e−2zXi − (1 + e−z)2Xi

= −(1 + e−2z)Xi + (−2 + e−z)h′Xi.

A similar computation gives R(Yi, ξ)ξ = −(1 + e−2z)Yi + (−2 + e−z)h′Yi. This
shows the announced assertion.

Example 6.2. Consider the open submanifold of R2n+1

M = {(x1, . . . , xn, y1, . . . , yn, t) ∈ R2n+1 | t > 0}
with standard coordinates (x1, . . . , xn, y1, . . . , yn, t). Let us consider

ξ = −t
∂

∂t
, Xi = t(1 + t2)

∂

∂xi
+ t3

∂

∂yi
, Yi = −t3

∂

∂xi
+ t(1− t2)

∂

∂yi

as a global basis of M . The brackets of these vector fields are all zero except for

(6.2) [ξ,Xi] = −(1 + 2t2)Xi − 2t2Yi, [ξ, Yi] = 2t2Xi − (1− 2t2)Yi,

for any i = 1, . . . , n. We consider the 1-form η = −(1/t)dt, dual to ξ, and define a
(1, 1)-tensor field φ by putting φξ = 0, φXi = Yi, φYi = −Xi. Finally, let g be the
Riemannian metric that makes the basis {ξ,Xi, Yi}1≤i≤n orthonormal. It can be
easily checked that (φ, ξ, η, g) is an almost Kenmotsu structure on M . Computing
the operators h and h′ by means of (6.2), we get

hξ = 0, hXi = 2t2Yi, hYi = 2t2Xi,

h′ξ = 0, h′Xi = 2t2Xi, h′Yi = −2t2Yi.

Since h and h′ have the same eigenvalues, it follows that λ = 2t2 and −λ are eigen-
functions for h and the corresponding eigendistributions have constant dimension n.
Now, we compute the Levi-Civita connection of g, by using the above orthonormal
frame and the Koszul formula. Applying (2.2) to Xi and Yi, we soon obtain

∇Xiξ = (1 + λ)Xi, ∇Yiξ = (1− λ)Yi.

Furthermore

∇XiXj = g(∇XiXj , ξ)ξ = −g(Xj ,∇Xiξ)ξ = −(1 + λ)δijξ,

∇YiYj = −g(Yj ,∇Yiξ)ξ = −(1− λ)δijξ,

∇XiYj = −g(Xi,∇Yjξ)ξ = 0.
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As the connection is torsion-free, we also get

∇ξXi = ∇Xiξ + [ξ,Xi] = −λYi, ∇ξYi = ∇Yiξ + [ξ, Yi] = λXi.

Then we compute the curvature tensor R of g, obtaining

R(Xi, Xj)ξ = ∇Xi(∇Xjξ)−∇Xj (∇Xiξ)

= (1 + λ)∇XiXj − (1 + λ)∇XjXi

= (1 + λ)[Xi, Xj ] = 0.

Similarly, we get R(Yi, Yj)ξ = 0 and R(Xi, Yj)ξ = 0. Finally, we have

R(Xi, ξ)ξ = −∇ξ∇Xiξ −∇[Xi,ξ]ξ

= −ξ(λ)Xi − (1 + λ)∇ξXi + [ξ,Xi] + h′[ξ,Xi]

= 4t2Xi + λ(1 + λ)Yi − (1 + λ)Xi − λYi − λ(1 + λ)Xi + λ2Yi

= 2λXi − (1 + λ)2Xi + 2λ2Yi

= −(1 + λ2)Xi + 2λhXi.

In a similar manner one finds R(Yi, ξ)ξ = −(1 + λ2)Yi + 2λhYi.
Hence ξ belongs to the generalized (k, µ)-nullity distribution with k = −(1 + 4t4)
and µ = 4t2.

6.2. Three dimensional examples. We describe two examples of 3-dimensional
almost Kenmotsu manifold satisfying the generalized (k, µ)′-nullity condition and
the generalized k-nullity condition, respectively.

Example 6.3. Let us denote the canonical coordinates on R3 by (x, y, z), and take
the three dimensional manifold M3 ⊂ R3 defined by

M3 := {(x, y, z) ∈ R3|z > 0}.

One may easily verify that putting

ξ :=
∂

∂z
, η := dz, g := ze2zdx2 +

e2z

z
dy2 + dz2,

φ (ξ) = 0 , φ

(
∂

∂x

)
= z

∂

∂y
, φ

(
∂

∂y

)
= −1

z

∂

∂x
,

(φ, ξ, η, g) is an almost contact metric structure on M3. We shall check that
(M3, φ, ξ, η, g) is an almost Kenmotsu manifold satisfying the generalized (k, µ)′-
nullity condition, with k, µ non-constant smooth functions.
Obviously, dη = 0 and to verify the condition dΦ = 2η ∧ Φ, we have only to
evaluate it on the canonical basis of R3. Considering that all the Φij ’s are zero

except for Φ12 := g
(

∂
∂x , φ

∂
∂y

)
= − 1

z g
(

∂
∂x ,

∂
∂x

)
= −e2z, a direct computation yields

dΦ
(
ξ, ∂

∂x ,
∂
∂y

)
= −2

3e
2z and η ∧ Φ

(
ξ, ∂

∂x ,
∂
∂y

)
= −1

3e
2z, which show that the con-

dition is satisfied. Now, computing h′, we obtain

(6.3) h′(ξ) = 0 , h′
(

∂

∂x

)
=

1

2z

∂

∂x
, h′

(
∂

∂y

)
= − 1

2z

∂

∂y
.

We point out that h′ does not vanish, so that M3 is not Kenmotsu, and λ = 1/2z
and −λ are the non-zero eigenvalues of h′. According to the general theory of almost
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Kenmotsu manifolds, for the Levi-Civita connection, we soon obtain ∇ξξ = 0 and,

since [ξ, ∂
∂x ] = 0 = [ξ, ∂

∂y ], by using (2.2), we get

∇ξ
∂

∂x
= ∇ ∂

∂x
ξ =

(
1 +

1

2z

)
∂

∂x
, ∇ξ

∂

∂y
= ∇ ∂

∂y
ξ =

(
1− 1

2z

)
∂

∂y
.

By means of the Koszul formula, since the gij ’s are zero or depend only on z, we

have g
(
∇ ∂

∂x

∂
∂y , ξ

)
= 0, g

(
∇ ∂

∂x

∂
∂y ,

∂
∂x

)
= 0, g

(
∇ ∂

∂x

∂
∂y ,

∂
∂y

)
= 0 from which it

follows that ∇ ∂
∂x

∂
∂y = ∇ ∂

∂y

∂
∂x = 0.

For the curvature tensor we obtain R ∂
∂x

∂
∂y
ξ = 0, and

R ∂
∂x ξξ = −∇ξ

(
(1 + 1

2z )
∂
∂x

)
= 1

2z2
∂
∂x −

(
1 + 1

2z

)2 ∂
∂x =

(
1

2z2 − 1− 1
z − 1

4z2

)
∂
∂x .

Analogously, one has R ∂
∂y ξξ =

(
− 1

2z2 − 1 + 1
z − 1

4z2

)
∂
∂y . Taking (6.3) into account,

these two relations may be rewritten as

R ∂
∂x ξξ =

(
−1− 1

4z2

)
∂

∂x
+

(
1

z
− 2

)
h′

(
∂

∂x

)
R ∂

∂y ξξ =

(
−1− 1

4z2

)
∂

∂y
+

(
1

z
− 2

)
h′

(
∂

∂y

)
.

Thus, we see that ξ belongs to the generalized (k, µ)′-nullity distribution, where
k, µ are non-constant functions given by k = −1− 1

4z2 and µ = −2+ 1
z , as provided

by Proposition 3.2.

Example 6.4. Let us consider R3 with the natural coordinates x, y, z, and let
f(z) = −e−2z. We define on R3 an almost contact metric structure (φ, ξ, η, g) as
follows:

ξ :=
∂

∂z
, η := dz, g := ef(z)+2zdx2 + e2z−f(z)dy2 + dz2,

φ(ξ) = 0 , φ

(
∂

∂x

)
= ef(z)

∂

∂y
, φ

(
∂

∂y

)
= −e−f(z) ∂

∂x
.

Working as in the previous example, one sees that R3 with the structure (φ, ξ, η, g)
is an almost Kenmotsu structure, which is not Kenmotsu, since the operator h does
not vanish. In fact, it is given by

h(ξ) = 0, h

(
∂

∂x

)
= −f(z)ef(z)

∂

∂y
, h

(
∂

∂y

)
= − f(z)

ef(z)
∂

∂x
.

The positive eigenvalue λ of h is given by λ = 1
2f

′(z) = e−2z, and one easily verifies

that ∂
∂x and ∂

∂y are eigenvectors of h′ with eigenvalues λ and −λ, respectively.

Thus, denoted by ∇ the Levi-Civita connection, we get ∇ ∂
∂x
ξ = (1 + e−2z) ∂

∂x ,

∇ ∂
∂y
ξ = (1 − e−2z) ∂

∂y , and using the Koszul formula, ∇ ∂
∂x

∂
∂y = ∇ ∂

∂y

∂
∂x = 0.

Finally, for the curvature tensor R, we have

R ∂
∂x

∂
∂y
ξ = 0 , R ∂

∂x ξξ =

(
−1− 1

e4z

)
∂

∂x
, R ∂

∂y ξξ =

(
−1− 1

e4z

)
∂

∂y
.

Therefore, (R3, φ, ξ, η, g) is an almost Kenmotsu manifold with ξ belonging to the
generalized k-nullity distribution, k = −1− e−4z non-constant function, and h ̸= 0.
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