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ABSTRACT 
 

In this work, we examine the stability behavior of retarded functional differential equations. The asymptotic behavior of 

solutions and stability of the zero solution are investigated by using a suitable real root for the characteristic equation. Three 

examples are also given to illustrate our results. 
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1. INTRODUCTION 
 

Consider the retarded differential equation   

                                                        𝑥′(𝑡) = ∫ 𝑥(𝑡 − 𝑟(𝜃))𝑑𝑣(𝜃)
0

−1

,     𝑡 ≥ 0 ,                                              (1.1) 

where  𝑥(𝑡) ∈ ℝ, 𝑟(𝜃) is a nonnegative real continuous function on [−1,0], 𝑣(𝜃) is a real function of 

bounded variation on [−1,0] and 𝑣 is not a constant on [−1,0] . The integral is the Riemann-Stieltjes 

integral.      

Let ‖𝑟‖ = 𝑚𝑎𝑥{𝑟(𝜃):  − 1 ≤ 𝜃 ≤ 0} . Together with the retarded differential equation (1.1), it is 

customary to specify an initial condition of the form 

                                                                𝑥(𝑡) = 𝜙(𝑡)  ,     − ‖𝑟‖ ≤ 𝑡 ≤ 0 ,                                                    (1.2) 

where the initial function 𝜙 is a given continuously real-valued function on the initial interval [−‖𝑟‖, 0]. 
Throughout this article, by 𝐶([−‖𝑟‖, 0], ℝ) we will denote the set of all continuous real-valued functions 

on the interval [−‖𝑟‖ , 0]. This set is a Banach space endowed with the norm ‖𝜙‖ = max
−‖𝑟‖≤𝑡≤0

|𝜙(𝑡)|. 

If we look the form  𝑥(𝑡) = 𝑒𝜆𝑡
 
 for  𝑡 ∈ ℝ  as a solution of (1.1), it can be seen that 𝜆 will be a root of 

the characteristic equation 

                                                                        𝜆 = ∫ 𝑒−𝜆𝑟(𝜃)𝑑𝑣(𝜃) .

0

−1

                                                               (1.3) 

 

 

It will be also considered the relevant class of differential difference equation   
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                                                                       𝑥′(𝑡) = ∑ 𝑎𝑗𝑥(𝑡 − 𝑟𝑗)

𝑝

𝑗=1

,                                                             (1.4) 

where 𝑎𝑗 are nonzero real numbers and each 𝑟𝑗 is a positive real number (𝑗 = 1, … , 𝑝). Equation (1.4) 

can be obtained from (1.1), under the assumption that 𝑣(𝜃) is a step function with a number p of jump 

points. More concretely, if 𝑣(𝜃)  is given by 

𝑣(𝜃) = ∑ 𝐻(𝜃 − 𝜃𝑗)𝑎𝑗

𝑝

𝑗=1

 , 

we can obtain equation (1.4) it from (1.1). Here, for  −1 < 𝜃1 < ⋯ < 𝜃𝑝 < 0,  by 𝐻 we mean the 

Heaviside function and 𝑟𝑗 are obtained through any function  𝑟(𝜃) ∈ 𝐶+ which satisfy  𝑟(𝜃) = 𝑟𝑗  for 

𝑗 = 1, … , 𝑝 (see, e.g., [1-5]). The 𝐶+ symbol is the subset of 𝐶([−1, 0], ℝ) formed by all nonnegative 

functions  𝑟(𝜃). 

Furthermore, equation (1.1) for  𝑟(𝜃) = −𝑟𝜃  (𝑟 > 0) and 𝜃 ∈ [−1,0] reduces to the class of retarded 

functional differential equations  

                                                                   𝑥′(𝑡) = ∫ 𝑥(𝑡 + 𝜃)
0

−𝑟

𝑑𝑞(𝜃) ,                                                         (1.5) 

where 𝑞(𝜃) = 𝑣(𝜃/𝑟) is supposed to be atomic at zero. The reader can see the most general linear 

retarded functional differential equation in [6]. Additionally, they can look at the articles [2, 7-9].  

Cooke and Ferreira [1] examined the stability conditions for (1.1). In this article, we applied a different 

method for the stability of (1.1). In other words, Cooke and Ferreira [1] have achieved the stability of 

solutions over a cone defined as the region of stability. That is, the authors obtained the set of  Banach 

space of all  real valued functions of bounded variation on [-1,0] for which (1.1) is exponentially  stable  

globally in the delays. However, the article in [1] has no information about asymptotic behavior and 

exponential estimate of solutions.  Different from the article in [1],  in this article, we obtained the 

asymptotic behavior of the solutions and then we created a useful exponential estimate for these 

solutions and finally provided a stability criterion. These results are obtained with a real root of the 

characteristic equation. 

The stability theory of delay differential equations is important for applied mathematics. It can be seen 

the textbooks [6,10-15] and references therein. Pedro [3-5] established the oscillatory criteria for 

retarded functional equations of form (1.1). Ford, Yan and Malique [16] used the numerical method in 

equation (1.1). Malique [17] completed his doctorate on the oscillation and numerical field related to 

equation (1.1). 

In this paper, we are interested in the asymptotic behavior and stability for retarded differential 

equations. Our results are investigated by using a suitable real root for (1.3). The techniques which used 

in our results, are take placed in a combination of the methods in references [9, 18-20]. 

By a solution  𝑥 to the retarded differential equation  (1.1), we mean a continuous real-valued function, 

defined on [−‖𝑟‖ , +∞), which is continuously differentiable on [0 ,+∞)  and satisfies (1.1). 

In this section, some definitions will be given (see, e.g., [6]). The zero solution of (1.1) is said to be 

stable if for every , there exists a number ℓ = ℓ(𝜀) > 0
  
such that, for any initial function 𝜙 with 

‖𝜙‖ < ℓ ,  the solution 𝑥 of (1.1)-(1.2) satisfies 

|𝑥(𝑡)| < 𝜀     for all  𝑡 ∈ [−‖𝑟‖ , ∞) . 

0
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Otherwise, the zero solution of (1.1) is said to be unstable. Furthermore, the zero solution of (1.1) is 

called asymptotically stable if it is stable in the sense described above and there also exists a number 

ℓ0 > 0 such that, for any initial function 𝜙 with ‖𝜙‖ < ℓ0 , the solution 𝑥 of (1.1)-(1.2) satisfies 

lim
𝑡→∞

𝑥(𝑡) = 0 . 

In this paper, we will show the total variation function of 𝑣 with 𝑉(𝑣). Moreover, it must be noted that 

𝑉(𝑣) is not identically zero in the interval [−1,0]. It is assumed that the reader knows the theory of 

Riemann-Stieltjes integration and the theory of functions of bounded variation (see [21, Chapter 12]). 

 

2. STATEMENT OF THE MAIN RESULTS 

 

Our main results in this article consist of two theorems. The first theorem deals with the asymptotic 

behavior of the solutions of the equation (1.1). The second theorem gives the exponential estimate and 

stability criterion of the solutions. The proofs of these theorems are given in Section 3 and Section 4. 

 

Theorem 2.1.   Let 𝜆0 be a real root of (1.3). Assume that 

                                                        𝜇(𝜆0) = ∫ 𝑟(𝜃)𝑒−𝜆0𝑟(𝜃)

0

−1

𝑑𝑉(𝑣)(𝜃) < 1                                               (2.1) 

and set   

                                                               𝛽(𝜆0) = ∫ 𝑟(𝜃)𝑒−𝜆0𝑟(𝜃)𝑑𝑣(𝜃) 

0

−1

.                                                     (2.2) 

Then, for every 𝜙 ∈ 𝐶([−‖𝑟‖, 0] , ℝ) , the solution 𝑥 of (1.1)-(1.2) satisfies   

𝑙𝑖𝑚
𝑡→∞

[𝑒−𝜆0𝑡𝑥(𝑡)] =
𝐿(𝜆0; 𝜙)

1 + β(λ0)
 ,  

where  

                                   𝐿(𝜆0; 𝜙) = 𝜙(0) + ∫ 𝑒−𝜆0𝑟(𝜃) ( ∫ 𝑒−𝜆0𝑠𝜙(𝑠)𝑑𝑠

0

−𝑟(𝜃)

) 𝑑𝑣(𝜃)

0

−1

 .                            (2.3) 

Note: Property (2.1) guarantees that 1 + 𝛽(𝜆0) > 0 . 

 

It immediately appears that  𝜆0 = 0  is the root of the characteristic equation (1.3) with  properties 

(2.1)  if and only if 

∫ 𝑑𝑣(𝜃)

0

−1

= 0   𝑎𝑛𝑑  ∫ 𝑟(𝜃)

0

−1

𝑑𝑉(𝑣)(𝜃) < 1,  

i.e., 

                                                   𝑣(0) = 𝑣(−1)     𝑎𝑛𝑑  ∫ 𝑟(𝜃)

0

−1

𝑑𝑉(𝑣)(𝜃) < 1 .                                       (2.4) 

So, the following corollary is related to an application of Theorem 2.1 with 𝜆0 = 0. 
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Corollary 2.2. Let condition (2.4) be satisfied. Then, for every 𝜙 ∈ 𝐶([−‖𝑟‖, 0] , ℝ), the solution 𝑥 of 

(1.1)-(1.2) satisfies 

lim
𝑡→∞

𝑥(𝑡) =
𝜙(0) + ∫ (∫ 𝜙(𝑠)𝑑𝑠

0

−𝑟(𝜃)
) 𝑑𝑣(𝜃)

0

−1

1 + ∫ 𝑟(𝜃)
0

−1
𝑑𝑣(𝜃)

 .    

Due to the second assumption of (2.4) we get 

1 + ∫ 𝑟(𝜃)

0

−1

𝑑𝑣(𝜃) > 0.   

 

Theorem 2.3. Let 𝜆0 be a real root of (1.3) and consider 𝛽(𝜆0) as in (2.2). Suppose that condition (2.1) 
be satisfied. Then, for every 𝜙 ∈ 𝐶([−‖𝑟‖, 0] , ℝ) , the solution 𝑥 of (1.1)-(1.2) satisfies   

|𝑥(𝑡)| ≤ [
(1 + 𝜇(𝜆0))

2

1 + 𝛽(𝜆0)
+ 𝜇(𝜆0)] 𝑁(𝜆0; 𝜙)𝑒𝜆0𝑡  𝑓𝑜𝑟 𝑎𝑙𝑙  𝑡 ≥ 0 ,  

where   

                                                             𝑁(𝜆0; 𝜙) = max
−‖𝑟‖≤𝑡≤0

|𝑒−𝜆0𝑡𝜙(𝑡)| .                                                     (2.5) 

In addition, the zero solution of (1.1) is stable if  𝜆0 = 0,  asymptotically stable if  𝜆0 < 0, and unstable 

if 𝜆0 > 0. 

 

3. PROOF OF THEOREM 2.1 

 

Firstly, let us define 𝜇(𝜆0) and  𝛽(𝜆0) as in (2.1) and (2.2), respectively. Property (2.1) implies 

                                                                               0 < 𝜇(𝜆0) < 1 .                                                                     (3.1) 

  We have  

|𝛽(𝜆0)| = | ∫ 𝑟(𝜃)𝑒−𝜆0𝑟(𝜃)𝑑𝑣(𝜃) 

0

−1

| ≤ ∫ 𝑟(𝜃)𝑒−𝜆0𝑟(𝜃)𝑑𝑉(𝑣)(𝜃) 

0

−1

. 

That is |𝛽(𝜆0)| ≤ 𝜇(𝜆0) . So, it holds |𝛽(𝜆0)| < 1 . We obtain 1 + 𝛽(𝜆0) > 0 . 

 

Consider now any initial function 𝜙 in 𝐶([−‖𝑟‖, 0] , ℝ) and let 𝑥 be the solution of (1.1)-(1.2). Define 

𝑦(𝑡) = 𝑒−𝜆0𝑡𝑥(𝑡)     for  𝑡 ∈ [−‖𝑟‖ , ∞). 

Then, we get for every 𝑡 ≥ 0 

                                               𝑦′(𝑡) + 𝜆0𝑦(𝑡) = ∫ 𝑒−𝜆0𝑟(𝜃)𝑦(𝑡 − 𝑟(𝜃))𝑑𝑣(𝜃) .

0

−1

                                      (3.2) 

Furthermore, the initial condition (1.2) can be equivalently written 

                                                𝑦(𝑡) = 𝑒−𝜆0𝑡𝜙(𝑡)     for  𝑡 ∈ [−‖𝑟‖ , 0] .                                           (3.3) 
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By using  which is a root of (1.3) and taking into consideration (3.3), we can confirm that (3.2) is 

equivalent to 

𝑦(𝑡) − 𝑦(0) + 𝜆0 ∫ 𝑦(𝑠)𝑑𝑠 = ∫ ( ∫ 𝑒−𝜆0𝑟(𝜃)𝑦(𝑠 − 𝑟(𝜃))𝑑𝑣(𝜃)

0

−1

) 𝑑𝑠 ,

𝑡

0

𝑡

0

 

𝑦(𝑡) = 𝜙(0) − 𝜆0 ∫ 𝑦(𝑠)𝑑𝑠 + ∫ 𝑒−𝜆0𝑟(𝜃) (∫ 𝑦(𝑠 − 𝑟(𝜃))𝑑𝑠

𝑡

0

) 𝑑𝑣(𝜃) ,

0

−1

𝑡

0

 

𝑦(𝑡) = 𝜙(0) − ( ∫ 𝑒−𝜆0𝑟(𝜃)𝑑𝑣(𝜃)

0

−1

) ∫ 𝑦(𝑠)𝑑𝑠 + ∫ 𝑒−𝜆0𝑟(𝜃) ( ∫ 𝑦(𝑠)𝑑𝑠

𝑡−𝑟(𝜃)

−𝑟(𝜃)

) 𝑑𝑣(𝜃) ,

0

−1

𝑡

0

 

𝑦(𝑡) = 𝜙(0) − ∫ 𝑒−𝜆0𝑟(𝜃) (∫ 𝑦(𝑠)𝑑𝑠

𝑡

0

) 𝑑𝑣(𝜃) 

0

−1

 

+ ∫ 𝑒−𝜆0𝑟(𝜃) ( ∫ 𝑒−𝜆0𝑠𝜙(𝑠)𝑑𝑠

0

−𝑟(𝜃)

) 𝑑𝑣(𝜃) + ∫ 𝑒−𝜆0𝑟(𝜃) ( ∫ 𝑦(𝑠)𝑑𝑠

𝑡−𝑟(𝜃)

0

) 𝑑𝑣(𝜃),

0

−1

0

−1

 

                                          𝑦(𝑡) = 𝐿(𝜆0; 𝜙) − ∫ 𝑒−𝜆0𝑟(𝜃) ( ∫ 𝑦(𝑠)𝑑𝑠

𝑡

𝑡−𝑟(𝜃)

) 𝑑𝑣(𝜃),

0

−1

                                (3.4) 

where 𝐿(𝜆0; 𝜙) is defined as in Theorem 2.1. Next, we set for  𝑡 ≥ −‖𝑟‖ 

𝑧(𝑡) = 𝑦(𝑡) −
𝐿(𝜆0; 𝜙)

1 + 𝛽𝜆0

  .  

If we use above transformation, we can obtain following equation which equivalent (3.4) for 𝑡 ≥ 0 

                                                 𝑧(𝑡) = − ∫ 𝑒−𝜆0𝑟(𝜃) ( ∫ 𝑧(𝑠)𝑑𝑠

𝑡

𝑡−𝑟(𝜃)

) 𝑑𝑣(𝜃) .  

0

−1

                                        (3.5) 

Moreover, (3.3) is written as for 𝑡 ∈ [−‖𝑟‖ , 0] 

                                                               𝑧(𝑡) = 𝑒−𝜆0𝑡𝜙(𝑡) −
𝐿(𝜆0; 𝜙)

1 + 𝛽𝜆0

 .                                                        (3.6) 

By the definition of 𝑦 and 𝑧, what we have to prove is that  

                                                                               lim
𝑡→∞

𝑧(𝑡) = 0 .                                                                      (3.7) 

We will see that (3.7) is correct at the end of the proof. Put 

𝑀(𝜆0; 𝜙) = max
𝑡∈[−‖𝑟‖ ,0]

|𝑒−𝜆0𝑡𝜙(𝑡) −
𝐿(𝜆0; 𝜙)

1 + 𝛽𝜆0

| .   

Then, in view of (3.6), we have  

                                                  |𝑧(𝑡)| ≤ 𝑀(𝜆0; 𝜙)   for  −‖𝑟‖ ≤ 𝑡 ≤ 0 .                     (3.8) 

0
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We will obtain that 𝑀(𝜆0; 𝜙) is a bound of 𝑧 on the interval [−‖𝑟‖ , ∞) , namely that  

                 |𝑧(𝑡)| ≤ 𝑀(𝜆0; 𝜙)   for  all  𝑡 ≥ −‖𝑟‖ .        (3.9) 

For an any number 𝜖 > 0 , we claim that 

    |𝑧(𝑡)| < 𝑀(𝜆0; 𝜙) + 𝜖   for  every  𝑡 ≥ −‖𝑟‖ .              (3.10) 

Otherwise, because of (3.8), there exists a point 𝑡0 > 0 such that  

|𝑧(𝑡)| < 𝑀(𝜆0; 𝜙) + 𝜖   for  −‖𝑟‖ ≤ 𝑡 < 𝑡0    and  |𝑧(𝑡0)| = 𝑀(𝜆0; 𝜙) + 𝜖 . 

Then, by taking into consideration condition (2.1), from (3.5) we obtain  

𝑀(𝜆0; 𝜙) + 𝜖 = |𝑧(𝑡0)| = |− ∫ 𝑒−𝜆0𝑟(𝜃) ( ∫ 𝑧(𝑠)𝑑𝑠

𝑡0

𝑡0−𝑟(𝜃)

) 𝑑𝑣(𝜃) 

0

−1

|  

≤ ∫ 𝑒−𝜆0𝑟(𝜃) ( ∫ |𝑧(𝑠)|𝑑𝑠

𝑡0

𝑡0−𝑟(𝜃)

) 𝑑𝑉(𝑣)(𝜃)

0

−1

  

≤ [𝑀(𝜆0; 𝜙) + 𝜖] ∫ 𝑟(𝜃)𝑒−𝜆0𝑟(𝜃)𝑑𝑉(𝑣)(𝜃)

0

−1

  

= [𝑀(𝜆0; 𝜙) + 𝜖]𝜇(𝜆0) < [𝑀(𝜆0; 𝜙) + 𝜖] . 

So, due to (2.1), we obtain a contradiction. From here, (3.10) holds for all numbers 𝜖 > 0. Hence, we 

see (3.9) is correct. Now, by using (3.9), from (3.5)  it is obtained for 𝑡 ≥ 0  

|𝑧(𝑡)| ≤ ∫ 𝑒−𝜆0𝑟(𝜃) ( ∫ |𝑧(𝑠)|𝑑𝑠

𝑡

𝑡−𝑟(𝜃)

) 𝑑𝑉(𝑣)(𝜃)

0

−1

 

       ≤ 𝑀(𝜆0; 𝜙) ∫ 𝑟(𝜃)𝑒−𝜆0𝑟(𝜃)𝑑𝑉(𝑣)(𝜃)

0

−1

 .  

Consequently, by the definition of  𝜇(𝜆0), we have 

      |𝑧(𝑡)| ≤ 𝜇(𝜆0)𝑀(𝜆0; 𝜙)   for every 𝑡 ≥ 0 .                    (3.11) 

Using (3.5) and by taking into consideration condition (2.1), in addition to (3.9) and (3.11), it can be 

shown, by an easy induction, that  𝑧 satisfies 

  |𝑧(𝑡)| ≤ [𝜇(𝜆0)]𝑛𝑀(𝜆0; 𝜙) for all  𝑡 ≥ 𝑛‖𝑟‖ − ‖𝑟‖     (𝑛 = 0,1,2, … ) .   (3.12) 

Because of (3.1), we have lim
𝑛→∞

[𝜇(𝜆0)]𝑛 = 0 .  So, from (3.12) it follows that lim
𝑡→∞

𝑧(𝑡) = 0 ,  i.e., (3.7) 

is obtained. The proof of Theorem 2.1 is complete. 

 

4. PROOF OF THEOREM 2.3 

 

Consider any function 𝜙 in 𝐶([−‖𝑟‖, 0] , ℝ) and let 𝑥 be the solution of (1.1)-(1.2). Let 𝑦 and 𝑧 be 

defined as in the proof of Theorem 2.1, i.e. 
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𝑦(𝑡) = 𝑒−𝜆0𝑡𝑥(𝑡)    and     𝑧(𝑡) = 𝑦(𝑡) −
𝐿(𝜆0;𝜙)

1+𝛽(𝜆0)
      for  𝑡 ≥ −‖𝑟‖ , 

where 𝐿(𝜆0; 𝜙) is defined as (2.3). Furthermore, let 𝑀(𝜆0; 𝜙) be defined as in the proof of Theorem 2.1, 

i.e. 

𝑀(𝜆0; 𝜙) = max
𝑡∈[−‖𝑟‖ ,0]

|𝑒−𝜆0𝑡𝜙(𝑡) −
𝐿(𝜆0; 𝜙)

1 + 𝛽𝜆0

| . 

Then, it can be shown that  𝑧 satisfies (3.11). From (3.11) it follows that for 𝑡 ≥ 0 

                                                         |𝑦(𝑡)| ≤
|𝐿(𝜆0; 𝜙)|

1 + 𝛽(𝜆0)
+ 𝜇(𝜆0)𝑀(𝜆0; 𝜙) .                                                (4.1) 

By using (2.1) and (2.5), from (2.3) we obtain 

|𝐿(𝜆0; 𝜙)| ≤ |𝜙(0)| + ∫ 𝑒−𝜆0𝑟(𝜃) ( ∫ |𝑒−𝜆0𝑠𝜙(𝑠)|𝑑𝑠

0

−𝑟(𝜃)

) 𝑑𝑉(𝑣)(𝜃)

0

−1

  

≤ (1 + ∫ 𝑟(𝜃)𝑒−𝜆0𝑟(𝜃)𝑑𝑉(𝑣)(𝜃)

0

−1

) 𝑁(𝜆0; 𝜙) = (1 + 𝜇(𝜆0))𝑁(𝜆0; 𝜙) .  

On the other hand, from the definition of 𝑀(𝜆0; 𝜙) we get  

𝑀(𝜆0; 𝜙) ≤ max
𝑡∈[−‖𝑟‖ ,0]

|𝑒−𝜆0𝑡𝜙(𝑡)| +
|𝐿(𝜆0; 𝜙)|

1 + 𝛽(𝜆0)
= 𝑁(𝜆0; 𝜙) +

|𝐿(𝜆0; 𝜙)|

1 + 𝛽(𝜆0)
  

                                            ≤ 𝑁(𝜆0; 𝜙) +
(1 + 𝜇(𝜆0))𝑁(𝜆0; 𝜙)

1 + 𝛽(𝜆0)
= (1 +

1 + 𝜇(𝜆0)

1 + 𝛽(𝜆0)
) 𝑁(𝜆0; 𝜙) .  

So, (4.1) gives  

|𝑦(𝑡)| ≤
(1 + 𝜇(𝜆0))𝑁(𝜆0; 𝜙)

1 + 𝛽(𝜆0)
+ 𝜇(𝜆0) (1 +

1 + 𝜇(𝜆0)

1 + 𝛽(𝜆0)
) 𝑁(𝜆0; 𝜙) 

= [
(1 + 𝜇(𝜆0))

2

1 + 𝛽(𝜆0)
+ 𝜇(𝜆0)] 𝑁(𝜆0; 𝜙) . 

Finally, due to the definition of  𝑦, we get  

   |𝑥(𝑡)| ≤ [
(1+𝜇(𝜆0))

2

1+𝛽(𝜆0)
+ 𝜇(𝜆0)] 𝑁(𝜆0; 𝜙)𝑒𝜆0𝑡     for all 𝑡 ≥ 0 .        (4.2)  

This completes the proof of the first part of the Theorem 2.3. It remains to show the proof of the second 

part of the Theorem 2.3,  i.e., the stability criterion contained in the Theorem 2.3.    

Let us assume that 𝜆0 ≤ 0 . Let 𝜙 ∈ 𝐶([−‖𝑟‖, 0] , ℝ) be any initial function and let 𝑥 be the solution of 

(1.1)-(1.2). Then (4.2) holds and therefore 

|𝑥(𝑡)| ≤ [
(1+𝜇(𝜆0))

2

1+𝛽(𝜆0)
+ 𝜇(𝜆0)] 𝑁(𝜆0; 𝜙)     for all 𝑡 ≥ 0 . 

Since 
(1+𝜇(𝜆0))

2

1+𝛽(𝜆0)
> 1, it follows that      
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|𝑥(𝑡)| ≤ [
(1+𝜇(𝜆0))

2

1+𝛽(𝜆0)
+ 𝜇(𝜆0)] 𝑁(𝜆0; 𝜙)     for all 𝑡 ≥ −‖𝑟‖ . 

From above the last inequality, it can be confirmed that zero solution of (1.1) is stable. Furthermore, if 

𝜆0 < 0, then (4.2) guarantess that 

lim
𝑡→∞

𝑥(𝑡) = 0 . 

Thus, for 𝜆0 < 0 the zero solution of (1.1) is asymptotically stable.  

Finally, we suppose that 𝜆0 > 0 and it will be shown that the zero solution of (1.1) is unstable. Then it 

can be choosen a number 𝛿 > 0 such that, for each 𝜙 ∈ 𝐶([−‖𝑟‖, 0] , ℝ) with ‖𝜙‖ < 𝛿, the solution 𝑥 

of (1.1)-(1.2) satisfies 

     |𝑥(𝑡)| < 1     for all 𝑡 ≥ −‖𝑟‖ .          (4.3) 

Set 

𝜙0(𝑡) = 𝑒𝜆0𝑡     for 𝑡 ∈ [−‖𝑟‖ , 0] . 

We see that 𝜙0 ∈ 𝐶([−‖𝑟‖, 0] , ℝ) and, from (2.3) we have 

𝐿(𝜆0; 𝜙0) ≡ 𝜙0(0) + ∫ 𝑒−𝜆0𝑟(𝜃) ( ∫ 𝑒−𝜆0𝑠𝜙0(𝑠)𝑑𝑠

0

−𝑟(𝜃)

) 𝑑𝑣(𝜃)

0

−1

 

        = 1 + ∫ 𝑒−𝜆0𝑟(𝜃) ( ∫ 𝑒−𝜆0𝑠𝑒𝜆0𝑠𝑑𝑠

0

−𝑟(𝜃)

) 𝑑𝑣(𝜃)

0

−1

  

                                                      = 1 + ∫ 𝑟(𝜃)𝑒−𝜆0𝑟(𝜃)𝑑𝑣(𝜃)

0

−1

= 1 + 𝛽(𝜆0) > 0 ,                                  (4.4) 

where 𝛽(𝜆0) is defined as (2.2). Next, it is considered a number 𝛿0  with  0 < 𝛿0 < 𝛿  and let 

                                                                               𝜙 =
𝛿0

‖𝜙0‖
𝜙0 .                                                                       (4.5) 

Clearly, it is in 𝐶([−‖𝑟‖, 0] , ℝ) and ‖𝜙‖ = 𝛿0 < 𝛿 . Therefore, for (4.5), the solution 𝑥 of (1.1)-(1.2) 

satisfies (4.3). Also, from Theorem 2.1 and taking into consideration (4.4), in addition to the linearity of 

the operator 𝐿(𝜆0; . ), it is obtained  

lim
𝑡→∞

[𝑒−𝜆0𝑡𝑥(𝑡)] =
𝐿(𝜆0; 𝜙)

1 + 𝛽(𝜆0)
=

(𝛿0/‖𝜙0‖)𝐿(𝜆0; 𝜙0)

1 + 𝛽(𝜆0)
=

𝛿0

‖𝜙0‖
> 0 . 

But, since 𝜆0 > 0, from (4.3) it follows that  

lim
𝑡→∞

[𝑒−𝜆0𝑡𝑥(𝑡)] = 0 . 

We obtain a contradiction. The proof of Theorem 2.3 is now complete. 

 

 

 



Yeniçerioğlu and Yazıcı / Eskişehir Technical Univ. J. of Sci. and Tech. B – Theo.Sci. 8 (2) – 2020 
 

220 

5. EXAMPLES 

 

Example 5.1. Consider the equation (1.1) for 𝑟(𝜃) = 𝜃2  and  𝑣(𝜃) = 𝜃2 + 𝜃 . In this example, if we 

replace theese functions in (1.3), it is obtained the following characteristic equation  

                                                                      𝜆 = ∫ 𝑒−𝜆𝜃2
𝑑(𝜃2 + 𝜃)

0

−1

                                                              (5.1) 

and we see that 𝜆 = 0 is a root of  (5.1). Therefore, for  𝜆0 = 0  the condition of the Theorem 2.3 is 

provided. That is, since  𝑣  is decreasing on [−1, −
1

2
]  and  𝑣  is increasing on [−

1

2
, 0],    

𝜇(𝜆0) = 𝜇(0) = ∫ 𝜃2𝑑𝑉(𝜃2 + 𝜃)

0

−1

= ∫ 𝜃2𝑑𝑉(𝜃2 + 𝜃)

−
1
2

−1

+ ∫ 𝜃2𝑑𝑉(𝜃2 + 𝜃)

0

−
1
2

 

≤ [ max
−1≤𝜃≤−

1
2

(𝜃2)] 𝑉(𝜃2 + 𝜃) (−1, −
1

2
) + [ max

−
1
2

≤𝜃≤0

(𝜃2)] 𝑉(𝜃2 + 𝜃) (−
1

2
, 0)  

= 1 ∙
1

4
+

1

4
∙

1

4
=

5

16
< 1 .  

Since 𝜆0 = 0, the zero solution of (1.1) is stable. 

 

Example 5.2. Consider the equation (1.1) for 𝑟(𝜃) =
𝜃+1

2
  and  𝑣(𝜃) =

𝜃

2(1−√𝑒)
 . Then, the characteristic 

equation (1.3) is  

                                    𝜆 = ∫ 𝑒−𝜆(
𝜃+1

2
)𝑑 (

𝜃

2(1 − √𝑒)
)

0

−1

=  
1

2(1 − √𝑒)
∫ 𝑒−𝜆(

𝜃+1
2

)𝑑𝜃

0

−1

                           (5.2) 

and we see that 𝜆 = −1 is a root of  (5.2). Therefore, 𝜆0 = −1 is a root, and the condition of Theorem 

2.3 is satisfied. That is, since  𝑣  is decreasing on [−1,0], 

𝜇(𝜆0) = 𝜇(−1) = ∫ (
𝜃 + 1

2
) 𝑒

𝜃+1
2 𝑑𝑉 (

𝜃

2(1 − √𝑒)
)

0

−1

  

≤ [ max
−1≤𝜃≤0

(
𝜃 + 1

2
) 𝑒

𝜃+1
2 ] 𝑉 (

𝜃

2(1 − √𝑒)
) (−1,0) =

√𝑒

2
∙  

1

2(√𝑒 − 1)
 ≅ 0.64 < 1 .  

Since 𝜆0 = −1, the zero solution of (1.1) is asymptotically stable. 

 

Example 5.3. Consider the equation (1.1) for 𝑟(𝜃) = −𝜃  and  𝑣(𝜃) =
2

1−𝑒−2 𝑒𝜃 . Then, the 

characteristic equation (1.3) is 

                                         𝜆 = ∫ 𝑒−𝜆(−𝜃)𝑑 (
2

1 − 𝑒−2
𝑒𝜃)

0

−1

=  
2

1 − 𝑒−2
∫ 𝑒𝜃(𝜆+1)𝑑𝜃

0

−1

                              (5.3)  

and we see that 𝜆 = 1 is a root of (5.3). Therefore, for 𝜆0 = 1 the condition of Theorem 2.3 is 

satisfied. That is, since  𝑣  is increasing on [−1,0],  



Yeniçerioğlu and Yazıcı / Eskişehir Technical Univ. J. of Sci. and Tech. B – Theo.Sci. 8 (2) – 2020 
 

221 

𝜇(𝜆0) = 𝜇(1) = ∫ 𝑒𝜃(−𝜃)𝑑𝑉(
2

1 − 𝑒−2
𝑒𝜃)

0

−1

≤ [ max
−1≤𝜃≤0

𝑒𝜃(−𝜃)] 𝑉 (
2

1 − 𝑒−2
𝑒𝜃) (−1,0)     

=
1

𝑒
∙

2

1 − 𝑒−2
(1 − 𝑒−1) =

2

𝑒 + 1
< 1 . 

Since  𝜆0 = 1, the zero solution of (1.1) is unstable. 

 

6. CONCLUSIONS 

 

In this study, firstly, a basic asymptotic result for the solution of the equation (1.1) is proved. Secondly, 

we obtained a useful exponential boundary for solutions and the stability of zero solutions were shown. 

These results were obtained using a suitable real root for the characteristic equation. Finally, three 

examples were given for stability. 
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