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Abstract 
 

In the traditional growth curve or milk yield models used in animal husbandry; models such as Brody, Von Bertalanffy, 

Logistic, Gompertz and Richards are used based on classical regression analysis. In this study, an alternative growth 

curve or milk yield model was proposed with the help of sinusoidal functions based on trigonometric functions. In this 

model, a sinusoidal curve model fitting and parameter estimation have been made by using a numerical sample of milk 

yield data set. In addition, this study aims to explain the applicability of periodic features of sinusoidal functions in 

agriculture and animal data. It is thought that this solution which can be applied in different fields will be beneficial for 

researchers. 
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1. Introduction 
Conventional regression models are widely used in 

traditional growth curve models used in agriculture and 

animal husbandry. In this study, a different approach is 

achieved by using the periodicity feature of sinus and 

cosinus from trigonometric functions. 

This method have also been used in many other fields 

such as medicine, engineering, physics, computer, 

climatology science; especially for oscillatory, up-and-

down data such as inside and outside humidity, 

temperature, radiations of greenhouses, population 

changes of hunting-hunter animals, electric circuits, heart 

pulsation. Hamming (1973), Scheid (1989), Mathews 
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(1992), Akpinar and Kurum (2005) and Karagoz (2017) 

used this method for this type fluctuating data. 

The main purpose of this study is to examine the utility of 

a trigonometric model that has not been used before in 

the field of livestock, for milk yield. 

 

2. Material and Method 
In this study, a hypothetical milk yield data set was 

prepared and given in Table 1. 

 

Table 1. Sample data set for milk yield 

t 0 1 2 3 4 5 6 7 

y 14 17 16 15 13 12 10 8 

 

Here, t denotes time (month) and y denotes individually 

average daily milk yield.  

With the help of sinusoidal functions, the curve can be 

fitted to the sample data. Sinus and cosine functions share 

many desired properties of polynomials.  

Moreover, they are easily calculated with fast converging 

series. Sequential derivatives and integrals are also 

sinuses and cosines. They also have orthogonality feature 

and periodicity that polynomials do not have. For these 

reasons, they are used in approximation theory of 

trigonometric functions. 

A )(xf function can be transform a Fourier series such as, 
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Here the coefficients na and nb are given by; 
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The preconditions below must be satisfied for any 

function to be approximated by the Fourier (Chapra and 

Canale, 2006). 

 

i. The function should has single value at each point 

where it’s continuous in any desired interval. 

ii. The function has finite number of discontinuities in 

the interval. 

iii. The function has finite number of maximum and 

minimum in the interval. 

 

If the function is not continuous and is given as n equally 

spaced discrete values, then the summation operator is 

used instead of the above integral operator. Especially, if 

the values of y vary periodically against increasing values 

of the x variable, the discrete Fourier series will be 

selected as a mathematical model. This model is written 

as following; 
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If the period cannot be determined by the points x, y then 

T is selected as below (Turker and Can, 1997). 

 

max( ) min( )i iT x x                 (4) 

 

a1, a2, . . . ; b1, b2, . . . coefficients are set to make sum of 

squares of error (SSE) minimum when,  
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transformation is done and equation can be written as; 
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The minimization of this expression is satisfied if and only 

if; 
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Then coefficients (parameters) are obtained as below; 
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where k=0,1, . . ., m. Number of ka and kb  parameters is 

2m+1≤n when n is the number of observed points. In our 

numerical example, m value is 1 and parameters 

estimates were also given by Celik (2016) and Bayram 

(2013). 

 

3. Results and Discussion 
In this study, the prediction equation; 

 

ŷi = a0 + a1 Cosi + b1 SinI                  (9) 

 

was regarded for the milk yield data set in Table 1. The 

period of the series is 8 and so; 
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Some ϴ values were given in Table 2. 

 

Table 2. Some ϴ values for ti points 

t =(2*/T)*ti Cos() Sin(i) 

0 0 1 0 1 

1 /4 0.707107 0.707107 0.707107 

2 /2 0 1 0 

3 3*/4 -0.70711 0.707107 -0.70711 

4  -1 0 -1 

5 5*/4 -0.70711 -0.70711 -0.70711 

6 3*/2 0 -1 0 

7 7*/4 0.707107 -0.70711 0.707107 

 

Parameters estimates are calculated as; 
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Then, prediction equation is written as below; 

 

ŷi = 13.125 -0.10355 Cos i + 3.62132 Sin i 
 

Figure 1 shows the actual data points and predicted 

points using the trigonometric prediction equation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Observed and predicted milk yield curves. 

 

As shown in Figure 1, both of the curves from observed 

and fitted values seems to be the same for our numerical 

example. At the right end of the prediction curve a little 

diverging from observed curve can be seen. However, 

especially in the first 7 months, relatively high fit has been 

seen and determination coefficient is obtained as R2=0.81 

(Table 3).   

 

Table 3. Multiple Correlation and determination              
coefficients 

R R2 

0.90 0.81 

 

Trigonometric models have been generally used for a 

periodically fluctuated data. We showed that researcher 

may be prefer this type model, if they have a little part of 

a periodic fluctuations. However, since these models are 

very specific for growth, milk yields, etc., researcher must 

be carefully. 

 

4. Conclusion 
In this study, it has been investigated whether the 

trigonometric model can be adapted to some livestock 

data such as growth and milk yield curves or not. A 

trigonometric model with three parameters (a0, a1, b1) 

was fitted on a hypothetical milk yield example. It has 

been seen that trigonometric models can be fitted in 

some special cases that researcher has some part of a not 

regularly fluctuated data such as animal growth, milk 

yield etc. In this case the investigator should be careful. 

However, trigonometric models can be fitted well to 

regularly fluctuated data such as population growth in 

wildlife prey-hunter relations, seasonal fish population 

changes, water temperature and salinity rather than 

single inflected data such as growth, milk yield. 
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