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ABSTRACT
Efforts to develop appropriate policies and accurate strategies through the most accurate analyzes highlight the examination of two-sided markets, which differ significantly from one-sided markets. In this study, mobile telecommunications market which has a special place in two-sided market analysis will be studied. In mobile telecommunications market, it is suggested that a reduction in mobile interconnection rates for the interconnection service will show the waterbed effect, resulting in an increase in mobile communication prices that the end user faces in the market. In this context, an empirical analysis was made by Common Correlated Effects Mean Group (CCEMG) estimator using the 41 quarter period data of 21 OECD countries between 2005 and 2015, and the effect of mobile interconnection rates, income and quantity were estimated in determining the mobile communication prices. According to the results, the waterbed effect in mobile telecommunications markets could not be determined in the period analyzed for the related country group and mobile interconnection rates acted as a cost factor and changed the prices in the same direction. The coefficient of income variable was positive and the expectation that the increase in income would increase the price was met. The explanatory variable coefficients of the number of subscribers and the penetration rate representing the quantity were negative and they were evaluated to behave in accordance with economic expectations and two-sided market characteristics.
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INTRODUCTION

Two-sided markets, which simultaneously respond to the demands of more than one group of consumers with different demands simultaneously on time with the needs and innovations brought by time, have become an important part of social life and economy. Efforts to develop appropriate policies and accurate strategies by making the most accurate analyzes highlight the analysis of these markets, which differ significantly from one-sided markets. While analyzing two-sided markets, the pricing strategies and the impact of regulatory policies are the most prominent issues. The interaction between buyers and sellers in online purchases, developers and users in software, callers and those receiving calls in telecommunications, advertisers in the media and the readers and viewers of those advertisements, and buyers and retailers in electronic payments can differentiate market behavior from general assumptions. Both companies and policymakers should take this difference into account in order to achieve their expectations (Rochet and Tirole 2003; Armstrong 2006; Caillaud and Jullien 2003; Evans and Schmalensee 2005).

The Mobile telecommunications market is one of the most important examples of two-sided markets. In this market, which has a demand for both making and receiving calls, mobile operators respond to the demands simultaneously with interconnection service by showing a two-sided market behavior. Unlike the classic two-sided markets, mobile telecommunications market subscribers can be found on both sides of the market, sometimes as a caller and sometimes as the one who is being called. In other words, there is a high level of overlap between the groups in the market (Gao 2018; Valletti 2006). Due to this situation, the effects of pricing strategies and regulations in the mobile telecommunications market are highly important in the analysis of two-sided markets. As an example of this special case, it is discussed in many studies that if the mobile interconnection rates are reduced centrally the mobile communication prices that the end user faces in the market might increase due to the waterbed effect (Schiff 2008; Growitsch, Marcus and Wernick 2010; Lee and Lee 2012). The aim of this study is to analyze the effect of the change in mobile interconnection rates on the market prices in the context of the waterbed effect by considering mobile telecommunications market as an example of a two-sided market. By using the 41 quarter period data of 21 OECD countries between 2005 and 2015, the impact of mobile interconnection rates reductions on the prices faced by end-users is analyzed empirically by the Common Correlated Effects Mean Group (CCEMG) method, a type of Common Correlated Effects (CCE) approach. After a brief introduction in the first section of the study, the second part focuses on two-sided markets. In the third chapter, the mobile telecommunications market is examined as a example of a two-sided market and the waterbed effect is discussed. In the fourth section of the study, a literature review is included and in the fifth section, empirical analysis is done and the results are revealed. In the last section, the findings of the empirical analysis are evaluated based on the purpose of the study.

1.TWO-SIDED MARKETS

The two-sided markets theory, which began to take place in the economic literature after the study of Rochet and Tirole (2003, 2006) and was analyzed in many studies such as Armstrong (2006), Caillaud and Jullien (2003), Evans and Schmalensee (2005), Eisenmann, Parker and Alstyn (2006, 2011a, 2011b). There are no common approaches to the definition and characteristics of the two-sided markets which response to the demands of more than one group of consumers with different demand structures simultaneously. Rochet and Tirole (2003) define the two-sided markets by focusing on the price structure and the difference in the sensitivity of demand between the total price level and to the pricing structure. They emphasize that the sign of two-sided markets is the fact that market participation and transaction volume in the market will be affected by price structure although the price level does not change1. On the other hand, Armstrong (2006) focuses on the inter-group externality in the two-sided market’s definition and argues that two-sided markets will be the case if one of the parties joins the market and the trading volume that is generated in the market by this party changes the value attributed to the other side of the market. Wright (2004) focuses on the cross-group externalities between them, emphasizing the fact that groups with different demand structures are influenced by each other’s decisions. Furthermore, Evans (2003) argues that the platforms2 serve similar to matchmakers and bring two sides together. When all the definitions are compiled together, it is possible to mention the three basic properties of two-sided markets (OECD 2009);

---

1 While the total price level collected by the platform refers to the weighted sum of the prices that the two parties face in the market, the pricing structure reveals how this total price level is shared between the two parties.

2 In supplying goods and / or services by combining two sides in two-sided markets, the supplier is generally expressed by the concept of “platform” rather than the “firm”.

There should be two consumer groups with different demand structures and the platform should provide them with goods/services simultaneously.

There should be indirect externalities between these groups.

The applied price structure should not be neutral in influencing demand.

Newspapers, one of the most classic examples of two-sided markets, may be considered for a better understanding of the definitions. Readers and advertisers in newspapers form two sides of the market. According to the definition of Rochet and Tirole (2003), when pricing structure is changed by lowering the price of the readers and raising the prices paid by the advertisers, the number of readers will increase due to the decrease in prices while the total price level paid by readers and advertisers remains unchanged. Consequently, advertisers will capture more opportunities to reach consumers despite rising costs. Therefore, the volume of participation and trading in the market will increase for both sides. According to Armstrong's (2006) definition, an increase in the number of readers of the newspaper will increase the value that advertisers attribute to that newspaper. In other words, the amount that the advertisers would be willing to pay is a function of the newspaper's number of subscribers. The more readers the newspaper reaches, the more valuable it will be for the advertisers.

In two-sided markets, pricing strategies and regulations are the two most important issues. The platforms price the parties to which they provide value-added goods/services through the membership fees and/or usage fees they receive. While pricing the groups, the platform, takes into account the elasticity of the two sides, the direction and size of the indirect group externalities, and the level of competition in the market, and accordingly can go to equal pricing or sometimes can price one side far below the cost and the other side much higher than the cost. Sometimes it can even make negative pricing with bonuses and rewards depending on the transaction volume. In particular, the party making more externalities is charged lower, while the other party who earns from this externality is charged higher (Evans and Schmalensee 2005; Eisenmann, Parker and Alstyne 2006; Hagiu 2009; Weyl 2010; Brito, Pereira and Vareda 2013). The complex structure of the two-sided markets also shows itself in state regulations. Clearly determining the effect of price changes on the welfare of these markets is not as easy as in one-sided markets. In addition, it is very difficult to calculate the costs of intervention in these markets as well as to determine the social optimum and how to achieve this point (Brito, Pereira and Vareda 2013; Evans 2003; Rysman 2009; Valverde, Chakravorti and Fernandez 2009). While responding to the need for regulation in these special markets where the impact response results cannot be fully realized, it is necessary to redefine the concepts that are important for the market structure such as market failure, excessive and destructive pricing and entry barriers (Doganoglu and Wright 2006; Armstrong and Wright 2007; Evans 2003; Wright 2004).

2. MOBILE TELECOMMUNICATIONS MARKET AND THE WATERBED EFFECT

The Mobile telecommunications market is one of the most special examples of the two-sided markets with the interconnection service that operators provide to subscribers who request to make and receive calls. Considering the two-sided markets analyzes discussed in the literature, it can be said that classical examples such as media, card payment, and video games platforms have been used extensively. In these markets, the parties are separate from each other and do not overlap too much. However, there is a high level of overlap between the two parties in the mobile telecommunications market. In other words, all subscribers can be both callers and those receiving calls. This brings the mobile telecommunications market, which is a very special market types to a more specific position in two-sided markets. The mobile telecommunications market shows three basic features of two-sided markets. The two groups, who are demanding incoming and outgoing calls, are brought together and served simultaneously through the networks of the operators which are examples of platforms. The number of subscribers in an operator base clearly increases the value of the platform for other subscribers. Finally, if we consider the fact that the person receiving the call is charged lower or higher compared to the person who is making the call, then this will clearly affect the participation in the market, in other words, the penetration rate as well as the average number and duration of calls.

For the realization of mobile communication, an interconnection service must be provided between the operators and the price requested for this service is called mobile interconnection rates (Channer 2010). In terms of interconnection, the mobile interconnection rates can be determined far from competitive prices, since each operator is monopolized in its own network. Regulatory authorities centrally determine mobile interconnection rates or set various limits to these rates. However, many studies in the literature suggest that the reduction of the mobile interconnection rates will result in an increase of the prices that the subscribers face in the market on the contrary of the expectations due to the waterbed effect. The waterbed effect describes the interdependence between prices in the two-sided markets. This effect can be explained as the centralized
intervention of the price of a product that sells more than one product affects other unregulated product prices (Harbord and Pagnozzi 2010; Armstrong and Wright 2009; Schiff 2008). Although operators agree that the mobile interconnection rates are above the costs, they argue that the income from the mobile interconnection rates as a characteristic of the typical two-sided markets generates subsidies for the acquisition and protection of mobile subscribers. The subscribers’ earnings as a result of lower mobile interconnection rates will be lost by higher subscription and talking fees due to the waterbed effect. The degree of this interaction may vary depending on many factors, such as the intensity of competition, market dynamics, development level of the market, and the price elasticity of demand (Dobson and Inderst 2007; Genakos and Valletti 2011; Bodammer 2009).

3.LITERATURE REVIEW

Although the analysis of the markets defined as two-sided markets is quite old, the two-sided markets’ literature has started to develop with the pioneering works of Rochet and Tirole (2003), Armstrong (2006), Caillaud and Jullien (2003). The theoretical infrastructure was then developed by Evans and Schmalensee (2005), Eisenmann, Parker and Alstyn (2006, 2011a). In addition to the theoretical developments, the empirical literature on two-sided markets, the market power of the platforms (Argentesi and Filistrucchi 2007; Song 2011), the effects of the platform mergers (Chandra and Collard-Wexler 2009; Filistrucchi, Klein and Michielsen 2012; Jeziorski 2012), the pricing structure (Kaiser and Wright 2006) and the forecasts of the platform demands (Lee 2011) were discussed in various studies. The effects of regulatory regimes in the two-sided markets (Evans, 2003; Wright, 2004; Rysman 2009; Valverde, Chakravorti and Fernandez 2009) were analyzed and the waterbed effect in mobile telecommunications market was also investigated and analyzed empirically with several studies such as Schiff (2008), Cunningham, Alexander and Candeub (2010), Lee and Lee (2012), Genakos and Valletti (2011, 2015).

Rochet and Tirole (2003) provide a model for analyzing competition in the credit card market as a two-sided markets example, consisting of consumers on one side and retailers on the other side. They investigate different pricing structures and end-user surpluses for platforms that seek to maximize profits and non-profit structures and compare their output with monopolist and Ramsey pricing results. Caillaud and Jullien (2003) take matching websites, such as friendship and real estate, as two-sided markets examples and analyze price competition with the help of linear demand and Bertrand pricing model. Armstrong (2006) focuses on the impact of network externality, and for two-sided markets defines three different situations; monopoly platform, a situation where each group can choose a single platform and thirdly a situation that a group can participate in all platforms, then presents theoretical models for these situations. According to Armstrong, the main determinants of the equilibrium prices are the relative dimensions of cross-network externalities, how the prices are paid and the restrictions on participation to the platform.

In his study, Schiff (2008) discusses the waterbed effect, which he argues arises from the motives for profit maximization in price regulations. This effect occurs when the marginal income and the marginal cost depend on the amount on the other side. Cunningham et al. (2010) use the impact of mobile interconnection rates on the consumer base on the other hand Lee and Lee (2012) use the relationship between asymmetric mobile interconnection rates and mobile retail prices to do empirical analysis and reveal the waterbed effect. Two important studies of the the waterbed effect literature were conducted by Genakos and Valletti (2011, 2015). Genakos and Valletti (2011) found that a reduction in mobile interconnection rates increases the market price. However, in their later studies (2015), for more countries and for a longer period they determined that the waterbed effect disappears over time.

4.EMPIRICAL ANALYSIS

In this empirical study, the mobile telecommunications market is considered as the two-sided markets example and the relationship between the end user's price in the market and the mobile interconnection rates determined by the central authority, in general, is analyzed in the waterbed effect context. The market analysis is deepened by adding income and quantity which are effective factors in determining the market price. Taking into consideration the OECD countries studied, the period of analysis and the method used, this study distinguishes itself from all other studies that address the mobile telecommunications markets and observe the impact of the waterbed effect and therefore make a significant contribution to the empirical literature on market analysis.
4.1. Data and Model

In this study, empirical analysis is carried out by Common Correlated Effects Mean Group (CCEMG) method, which is a type of Common Correlated Effects (CCE) approach, using 41 quarterly balanced panel data from the first quarter of 2005 to the first quarter of 2015 of 21 OECD countries. In the study, the function (1) that is put forward by Shew (1994) and developed by McCloughan and Lyons (2006) is followed;

\[ P = f ( S, M, R, Q ) \]  

(1)

Here P represents the price that the end user faces in the mobile telecommunications market; S represents the quality of service; M, the characteristics of the relevant market; R regulatory intervention and Q is the quantity.

The function (1) is re-arranged considering Lyons (2006), McCloughan and Lyons (2006), Genakos and Valletti (2011) studies. Representing the price, average revenue per minute, representing the price and cost of other goods, mobile interconnection rates, representing the revenue, per capita gross domestic product, representing the amount and development level of the market, the number of subscribers and penetration rate will be used. The models that will be estimated to analyze how the price in the mobile telecommunications market is determined in the waterbed effect context are as follows;

Model I : \[ RPM_{it} = MTR_{it} + GDP_{it} + NS_{it} \]

Model II : \[ RPM_{it} = MTR_{it} + GDP_{it} + PEN_{it} \]

(2)

In these models, RPM, which represents the average incomes of the operators per minute, is obtained by dividing total revenue by total traffic. MTR, which expresses mobile interconnection rates, is obtained by the average of the fees collected by the operators from each other per minute for off-net mobile calls. GDP, which represents income per capita, is derived by dividing the total gross domestic product by the population in the relevant period. The NS, which represents the total number of subscribers, is obtained by the sum of the subscribers registered to the operators in that country in the relevant period. PEN, which expresses the mobile penetration rate in the country, is obtained by dividing the total number of mobile lines by the total population. Two different models are estimated by incorporating NS and PEN into the model separately as two variables that represent the quantity and development of the market and act together significantly. GDP and NS variables are formed by taking the logarithm of related values. The monetary values RPM, MTR and GDP are calculated as US Dollars by taking into consideration the foreign exchange rates in each country in the relevant period. Data are compiled from the regulatory authorities of the countries, mobile operators, ITU, CTIA, GSMA, OFCOM, and OECD.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Definitions</th>
<th>Mean</th>
<th>Std. Dev.</th>
<th>Min.</th>
<th>Max.</th>
</tr>
</thead>
<tbody>
<tr>
<td>RPM</td>
<td>Revenue per minute</td>
<td>0.171</td>
<td>0.084</td>
<td>0.026</td>
<td>0.570</td>
</tr>
<tr>
<td>MTR</td>
<td>Mobile interconnection rates</td>
<td>0.079</td>
<td>0.055</td>
<td>0.009</td>
<td>0.312</td>
</tr>
<tr>
<td>GDP</td>
<td>Per capita gross domestic product</td>
<td>4.524</td>
<td>0.268</td>
<td>3.811</td>
<td>5.029</td>
</tr>
<tr>
<td>NS</td>
<td>Total number of subscribers</td>
<td>4.324</td>
<td>0.441</td>
<td>3.533</td>
<td>5.061</td>
</tr>
<tr>
<td>PEN</td>
<td>Mobile penetration rate</td>
<td>1.178</td>
<td>0.259</td>
<td>0.393</td>
<td>1.860</td>
</tr>
</tbody>
</table>

3 In this study Australia, Austria, Belgium, Chile, Denmark, Finland, France, Germany, Greece, Israel, Italy, Korea, Mexico, New Zealand, Norway, Portugal, Spain, Sweden, Switzerland, Turkey and the UK mobile telecommunications markets were analyzed. OECD countries, whose data cannot be obtained in accurately and who are using the receiving party pays system in the mobile telecommunications market, are not included in the study to obtain more reliable and consistent results.
In this empirical analysis, based on basic economic acceptances, two-sided markets characteristics and mobile telecommunications market specific characteristics, expectations are as follows:

i. The relationship between the mobile communication price and the mobile interconnection rates can be obtained in the same or opposite direction. If the corresponding coefficient is negative (-) then it is interpreted that the waterbed effect in the mobile communication service is observed. If it is positive (+), then the mobile interconnection rates will be considered as a cost element in the mobile communication service.

ii. The relationship between prices and income is expected to be in the same direction, which means the coefficient is expected to be positive (+). The increase in income will increase the willingness to pay, which will be reflected in the prices of the supplier. In other words, as income increases, prices are expected to rise.

iii. The relationship between the prices and the number of mobile subscribers is expected to be the opposite, that means a negative (-) coefficient. The increase in the number of subscribers in the mobile telecommunications market, where fixed costs are quite high and varying costs are low, will reduce the average cost per subscriber, which will lead to lower prices. Moreover, an inverse relationship between quantity and prices in the two-sided markets is mainly expected from cross-externality and cross-subsidies.

iv. The relationship between the prices and the penetration rate is expected to be the opposite, in other words, a negative (-) coefficient is expected. First of all, the increase in the penetration rate means that the number of subscribers in the market increases and that the share of it in the population increases getting close to saturation. In this case, price competition increases and allows prices to fall. In addition, since the cross-externality and cross-subsidy effect will be observed through the penetration rate too, the corresponding coefficient is expected to be negative (-).

### 4.2 Econometric Methodology

For the purposes stated above, the models numbered (2) are estimated by the Common Correlated Effects Mean Group (CCEMG) estimator. However, before the estimation of the parameters, the existence of the correlation between the cross section units, the homogeneity of the slope parameters, unit roots, and the cointegration relationship should be analyzed. In the panel data analysis, the existence of correlation between the cross section units forming the panel and whether the slope coefficients are homogeneous according to the units, affect the unit root tests, cointegration tests and cointegration estimation methods to be used in the analysis. For reliable and consistent results, empirical analysis is performed by taking these interactions into account and a methodological summary of these steps is given below.

### 4.3 Cross-Sectional Dependence and Homogeneity Tests

For panel data analysis, cross-sectional dependency should be tested both on a variable basis and on a model basis for the selection of unit root tests to be used in the analysis before cointegration tests and parameter estimations are made. In this study, cross-sectional dependency will be analyzed by LM test (Breusch and Pagan 1980), scaled LM test (Pesaran 2004), CD test (Pesaran 2004) and bias-adjusted LM test (Pesaran, Ullah and Yamagata 2008). The LM test (Breusch and Pagan 1980) is valid when the cross-sectional dimension (N) is relatively small and the time dimension is large enough (T > N). The scaled LM test (Pesaran 2004) has been demonstrated as a scaled version of the LM test for situations where both the cross-sectional size (N) and the time dimension (T) are large. CD test (Pesaran 2004) is an adaptation of Breusch and Pagan (1980) LM test for situations where the size of the cross-section (N) is large and time dimension (T) is small. The Bias-adjusted LM test is developed as an alternative test to overcome the shortcomings of Breusch and Pagan (1980) LM test by Pesaran, Ullah, and Yamagata (2008).

The following hypotheses numbered (3) can be written for all these four tests:

\[ H_0 : \rho_{ij} = \text{corr}(u_i, u_j) = 0 \quad (i \neq j) \]
\[ H_1 : \rho_{ij} = \text{corr}(u_i, u_j) \neq 0 \quad (i \neq j) \]

(3)

In these hypotheses \( \rho \) i. and j. represent the correlation coefficient between the residues of the cross-section unit. At this point, while the basic hypothesis shows the absence of correlation between the cross-sectional units, the alternative hypothesis states the cross-sectional dependence.

Another important factor influencing the selection of cointegration tests and estimation methods is whether the slope coefficients in the cointegration equation are homogenous to units. This question should be answered through the homogeneity test. In this study, the homogeneity tests which are the standardized version of the Swamy test and recommended by Pesaran and Yamagata (2008) will be used. Pesaran and Yamagata (2008) test the homogeneity of slope parameters with two different test versions. The first version (\( \Delta^i \)), proposed for large samples takes advantage of the Swamy test statistic and the second version (\( \Delta_{adj} \)) proposed for small
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samples is based on a modified format of Swamy statistic, where regression standard errors for individual cross section units are calculated by pooled constant effects estimator rather than the OLS estimator. In this context, the basic hypothesis expresses the homogeneity of the slope parameters and the alternative hypothesis is structured on the fact that these parameters are heterogeneous. These test hypotheses can be expressed as follows:

\[ H_0 : \beta_i = \beta \text{ for all } "i" \]  \[ H_1 : \beta_i \neq \beta_j \]  \hspace{1cm} (4)

**4.4. Panel Unit Root Test**

In order to determine whether there is a long-term relationship between the series, the stationarity of the series should be investigated first. Since the first generation unit root tests do not take into account the cross-sectional dependence, second-generation unit root tests that take into account the cross-sectional dependence are preferred. In this study, the CADF panel unit root test developed by Pesaran (2007) will be used. This test is a simple alternative to the standard ADF test, which is augmented by the cross-sectional averages and first differences of the delayed levels of the individual series. The most important feature of this test is that it considers the cross-sectional dependence and gives reliable results when it is N> T or T> N.

The CADF panel unit root test is based on the following model:

\[ Y_{it} = (1 - \phi) \mu_i + \phi Y_{i,t-1} + u_{it} \]  \hspace{1cm} (5)

In the equation (5), as i=1,…,N; t=1,…,T ; Y_{it} is the i. cross-section unit observation in period t and u_{it} is the error term. u_{it}, with a single factor structure, can be expressed as equation (6);

\[ u_{it} = \gamma_i f_t + e_{it} \]  \hspace{1cm} (6)

In the equation (6), \( f_t \), is the unobserved common effect and \( e_{it} \) is the individual specific error. The equation (5), can be rewritten as follows:

\[ \Delta Y_{it} = \alpha_i + \beta_i Y_{i,t-1} + \gamma_i f_t + \epsilon_{it} \]  \hspace{1cm} (7)

In the equation (7), \( \alpha_i = (1 - \phi) \mu_i \), \( \beta_i = -(1 - \phi) \) and \( \Delta Y_{it} = Y_{it} - Y_{i,t-1} \). The hypotheses to be used to test the stationary of the series can be expressed as follows:

\[ H_0 : \beta_i = 0 \quad H_1 : \beta_i < 0, \quad i = 1,2,\ldots,N_i, \]  \[ \beta_i = 0, \quad i = N_1 + 1, N_2 + 2,\ldots,N \]  \hspace{1cm} (8)

**4.5. Cointegration Tests**

Before the estimation of the model coefficients, finally, a cointegration test is used to determine whether there is a stationary relationship between the series, in other words, it is tested whether there is a long-term relationship or not. Second-generation cointegration tests should be preferred considering the existence of a correlation between the cross-sectional units as the first-generation cointegration tests are regarded as not providing reliable results in the case of cross-sectional dependency. In this study, the Durbin Hausman (DH) cointegration test developed by Westerlund (2008) will be used, which takes into account the cross-sectional dependence and also allows heterogeneity of the slope coefficients. In order to be able to perform the DH cointegration test, the dependent variable must be non-stationary, i.e. it should be I (1), while the independent variables can be I (0) or I (1).

The DH test has two dimensions, the first one is panel size and the other one is group size. The assumption of the DH panel (DHp) test is that the autoregressive parameter is common to each section. With this assumption, when the null hypothesis is rejected, cointegration is accepted to exist for all sections. The DH group (DHg) test allows the autoregressive parameter to change between sections under an alternative
hypothesis. Therefore, the rejection of the null hypothesis indicates that there is cointegration for some sections (Westerlund 2008). DHp and DHg test statistics and hypotheses are as follows;

\[
DH_p = \sum_{i=1}^{N} \sum_{t=2}^{T} \hat{\varepsilon}_{i,t-1}^2 \\
DH_g = \sum_{i=1}^{N} \sum_{t=2}^{T} \hat{\varepsilon}_{i,t}^2
\]

\[
H_0: \phi = 1 \quad (\text{for all } \text{"i"s}) \quad H_0: \phi = 1 \quad (\text{for all } \text{"i"s})
\]

\[
H_1: \phi = 0 \quad \text{ve} \quad \phi < 1 \quad (\text{for all } \text{"i"s}) \quad H_1: \phi < 1 \quad (\text{at least for some } \text{"i"s})
\]

\[(9)\]

4.5. Estimation of Panel Cointegration Coefficients

After determining the cointegration in the panel data set used for empirical analysis, the long-term cointegration coefficients are estimated by selecting the appropriate method for the findings previously obtained. In this study, Common Correlated Effects (CCE) method which considers cross-sectional dependence and homogeneity and developed by Pesaran (2006) will be used in the prediction of the model. The CCE method, which provides much more effective estimators compared to the methods that do not consider the cross-sectional dependence, gives consistent results when the series are stationary, difference stationary and co-integrated. Pesaran (2006) revealed two types of estimators to be used in cases where the slope coefficients for the CCE method are homogeneous and heterogeneous. The first is the Common Correlated Effects Pooled (CCEP) estimator, which assumes homogeneity of slope coefficients, and the other is the Common Correlated Effects Mean Group (CCEMG) estimator, which assumes that the slope coefficients are heterogeneous. Here the CCEMG estimator will be used to take into account the heterogeneity of the slope parameters.

The CCE method is based on the heterogeneous panel data model numbered (10);

\[
y_{it} = \alpha d_i + \beta x_{it} + u_{it} \quad (u_{it} = y_{it} + e_{it})
\]

\[(10)\]

In these equations, dt and ft show common effects that can be observed and cannot be observed. In the CCEMG estimator, the long-term parameters are obtained by calculating the arithmetic mean (11) of the coefficients of each cross-section.

\[
\hat{b}_{\text{CCEMG}} = \frac{1}{N} \sum_{i=1}^{N} \hat{b}_i
\]

\[(11)\]

\[
\hat{b}_i \text{ denotes the calculated CCE estimate for each section unit and is calculated as in equation (12)}
\]

\[
\hat{b}_i = (X_i'M_iX_i)^{-1}X_i'M_iY_i \quad (Y_i = Y_{i1}, Y_{i2}, ..., Y_{iT})
\]

\[(12)\]

Therefore, in this method, the cointegration coefficients of each section are estimated and then the cointegration coefficient of the panel is calculated by taking the arithmetic mean of the coefficients of the sections.

5. Empirical Analysis Results

The results obtained from the empirical analysis of the 21 OECD countries for 41 quarter period balanced panel data between the years 2005 and 2015 are shared and interpreted below in the order discussed in the econometric methodology.

In the panel data analysis, the correlation between the cross-section units forming the panel is important for the methods to be used later in the empirical analysis. For this reason, firstly, the cross-sectional dependence of the variables and models used in the model has been tested and the results are shared in Table 2. According to four shared test results, the hypothesis H0, which states that there is no cross-sectional dependence for all variables and models, is rejected at the significance level of 0.01. That means, there is a correlation between the cross-section units. This result is in line with the expectation that the mobile telecommunications markets,
which are rapidly globalizing and which are the most influential factors on globalization and the most influenced factors by globalization, will create a dependency between countries.

Table 2. Cross-Sectional Dependency Test Results

<table>
<thead>
<tr>
<th>Tests</th>
<th>RPM</th>
<th>MTR</th>
<th>GDP</th>
<th>NS</th>
<th>PEN</th>
<th>Model I</th>
<th>Model II</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breusch-Pagan LM</td>
<td>343.383</td>
<td>822.779</td>
<td>1667.711</td>
<td>302.171</td>
<td>340.043</td>
<td>778.474</td>
<td>817.001</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td></td>
<td>(0.039)</td>
<td>(0.001)</td>
<td>(0.001)</td>
<td>(0.002)</td>
<td>(0.001)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>Bias-adjusted LM</td>
<td>29.175</td>
<td>21.646</td>
<td>41.048</td>
<td>67.905</td>
<td>21.012</td>
<td>47.543</td>
<td>35.414</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
<td>(0.000)</td>
</tr>
</tbody>
</table>

Note: the values in ( ) are probability (p) values.

After testing the dependency between the cross-sections, it was tested whether the slope coefficients in the cointegration equation are homogenous to the units as an element affecting the cointegration tests and the selection of estimation methods. This test was carried out following the study of Pesaran and Yamagata (2008) and the results were shared in Table 3. When considering the results of two versions calculated for both models, it is seen that H0 hypothesis expressing homogeneity of slope parameters was rejected at 0.01 significance level. In other words, the slope parameters differ according to the countries. This result is fully consistent with the expectations given the specific characteristics of the countries and the fact that the mobile telecommunications markets have different levels of structure and development.

Table 3. Homogeneity Test Results

<table>
<thead>
<tr>
<th>Models</th>
<th>Tests</th>
<th>Test Statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model I</td>
<td>$\Delta$</td>
<td>28.889 (0.000)</td>
</tr>
<tr>
<td></td>
<td>$\Delta_{adj}$</td>
<td>30.411 (0.000)</td>
</tr>
<tr>
<td>Model II</td>
<td>$\Delta$</td>
<td>32.438 (0.000)</td>
</tr>
<tr>
<td></td>
<td>$\Delta_{adj}$</td>
<td>34.146 (0.000)</td>
</tr>
</tbody>
</table>

Note: the values in ( ) are probability (p) values.

The unit root test will be performed before examining the existence of a long-term relationship between the series to be used in the analysis and thus it will be investigated how stationary the series are. As the cross-sectional dependence was detected in the previous tests, the second-generation unit root test CADF panel unit root test, which takes into account the cross-sectional dependence, was used and the results were shared in Table 4. According to the results of the test, it is seen that the dependent variable and the explanatory variables other than MTR contain unit root at the level. It is seen from the results in Table 4 that all the variables with the first differences were become stationary at 0.01 significance level.
Table 4. CADF Panel Unit Root Test Results

<table>
<thead>
<tr>
<th>Variables</th>
<th>Test Statistic</th>
<th>lag</th>
<th>Critical Value (%1)</th>
<th>p- value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Level</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RPM</td>
<td>-2.020</td>
<td>2</td>
<td>-2.300</td>
<td>0.112</td>
</tr>
<tr>
<td>MTR</td>
<td>-2.348</td>
<td>2</td>
<td>-2.300</td>
<td>0.002</td>
</tr>
<tr>
<td>GDP</td>
<td>-1.342</td>
<td>2</td>
<td>-2.300</td>
<td>0.981</td>
</tr>
<tr>
<td>NS</td>
<td>-1.724</td>
<td>2</td>
<td>-2.300</td>
<td>0.590</td>
</tr>
<tr>
<td>PEN</td>
<td>-1.464</td>
<td>2</td>
<td>-2.300</td>
<td>0.932</td>
</tr>
<tr>
<td><strong>First Difference</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RPM</td>
<td>-2.702</td>
<td>2</td>
<td>-2.300</td>
<td>0.000</td>
</tr>
<tr>
<td>MTR</td>
<td>-3.141</td>
<td>2</td>
<td>-2.300</td>
<td>0.000</td>
</tr>
<tr>
<td>GDP</td>
<td>-3.051</td>
<td>2</td>
<td>-2.300</td>
<td>0.000</td>
</tr>
<tr>
<td>NS</td>
<td>-2.766</td>
<td>2</td>
<td>-2.300</td>
<td>0.000</td>
</tr>
<tr>
<td>PEN</td>
<td>-2.910</td>
<td>2</td>
<td>-2.300</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Before the estimation of the coefficients, a cointegration test is performed and the existence of a stationary relationship between the series, in other words, the existence of a long-term relationship is tested for both models. In this cointegration analysis, second generation DH cointegration test is preferred considering the existence of correlation between the cross section units based on the findings obtained previously. As for the variables used herein, the dependent variable must be non-stationary, which means \( I(1) \), while the independent variables can be \( I(0) \) or \( I(1) \), in order for the DH cointegration test to be performed. The DHg and DHp cointegration test results obtained in both models are shown in Table 5. When the obtained p-values are examined, it is seen that the hypothesis of \( H_0 \) is rejected for both group and panel statistics at the significance levels of both 0.05 and 0.10 and it is concluded that there is a long-term relationship between the variables.

Table 5. Cointegration Test Results

<table>
<thead>
<tr>
<th>Models</th>
<th>Durbin-Hausman</th>
<th>t-statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Model I</strong></td>
<td>( DH_g ) Statistic</td>
<td>-1.700</td>
<td>0.045</td>
</tr>
<tr>
<td></td>
<td>( DH_p ) Statistic</td>
<td>-1.749</td>
<td>0.040</td>
</tr>
<tr>
<td><strong>Model II</strong></td>
<td>( DH_g ) Statistic</td>
<td>-1.409</td>
<td>0.079</td>
</tr>
<tr>
<td></td>
<td>( DH_p ) Statistic</td>
<td>-1.630</td>
<td>0.051</td>
</tr>
</tbody>
</table>

According to the above test result, after the cointegration is demonstrated, the long-term cointegration coefficients can be estimated by selecting the appropriate method for the previously obtained findings. In this study, CCEMG method, which is developed by Pesaran (2006) and which takes into account the cross-sectional dependence and which is preferred in case of heterogeneity of the slope parameters, is used in the estimation of the model. Table 6 shows the estimation results of cointegration coefficients and p-values in parentheses. All explanatory variables were statistically significant at 0.01 and 0.05 significance level in both models.

The coefficient of GDP used to represent the income was positive in accordance with the expectations. That means income and prices move in the same direction. For example, an increase of 1% in GDP will increase RPM by 0.38 units according to Model I and 0.35 units by Model II. The coefficients of the number of subscribers used in the first model and the penetration rate explanatory variables used in the second model were negative according to the expectations. Therefore the price and the amount move in opposite directions.
as expected. According to the first model, a 1% increase in NS will reduce the RPM by 0.20 units. According to the second model, a change of one unit in the PEN will affect the RPM by 0.10 units in the opposite direction.

<table>
<thead>
<tr>
<th>Models</th>
<th>MTR</th>
<th>GDP</th>
<th>NS</th>
<th>PEN</th>
<th>cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model I</td>
<td>RPM</td>
<td>0.320</td>
<td>0.380</td>
<td>-0.202</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.019)</td>
<td>(0.000)</td>
<td>(0.050)</td>
<td>(0.952)</td>
</tr>
<tr>
<td>Model II</td>
<td>RPM</td>
<td>0.257</td>
<td>0.355</td>
<td>-</td>
<td>-0.101</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.018)</td>
<td>(0.000)</td>
<td>(0.002)</td>
<td>(0.194)</td>
</tr>
</tbody>
</table>

Note: the values in ( ) are probability (p) values.

As it is known, the main purpose of the study is to analyze the formation of price in terms of waterbed effect in mobile telecommunications market which is considered as a two-sided markets sample. For this purpose, MTR was selected and used as the explanatory variable. In Table 6, when the predicted results of the two models are examined, MTR is obtained statistically significant at 0.05 significance level with a positive coefficient. A change of 1 (one) unit in the MTR will change the RPM in the same direction, 0.32 units according to the first model and 0.25 units according to the second model. According to the waterbed effect theorem, it is expected that the MTR and RPM will move in the opposite direction, therefore the coefficient of the MTR would be negative (-). However, the relevant coefficients here are obtained positively. As previously stated, obtaining a positive (+) coefficient is not exactly opposite to the predictions. This situation shows that the MTR is considered as a cost factor in determining the price that the end-user faces. As a result, considering the period analyzed for the related country group, the waterbed effect in the mobile telecommunications market could not be determined and MTR acted as a cost factor and changed the prices in the same direction.

CONCLUSION

In order to develop appropriate policies and accurate strategies, it is important to examine the two-sided markets, which differ significantly from one-sided markets. Pricing strategies and regulations in these markets are the two most important issues. In these markets, both the platforms and policymakers need to take steps that take into account the differences in order to achieve results that are appropriate to their expectations. Platform groups should go to pricing by taking into account the elasticity of the two sides, the direction and size of the indirect group externalities, and the level of competition in the market. In these markets, determining the clear effect of pricing strategies on welfare is not as easy as in one-sided markets. It is very difficult to determine the costs of a regulation and to determine its social optimum as well as determining how to achieve this point.

Mobile telecommunications market, which is one of the most important examples of two-sided markets, responds to the requests of incoming and outgoing calls of its subscribers. Unlike conventional two-sided markets, there is a high level of overlap between groups, since subscribers in the mobile telecommunications market sometimes want to make calls and sometimes want to receive calls. Due to this situation, the pricing strategies and regulations in the mobile telecommunications market have a special place in the two-sided markets analysis. A central reduction on the mobile interconnection rates that operators receive for interconnection service can demonstrate the waterbed effect, causing an increase in mobile communication prices that the end user faces in the market. In this study, by considering mobile telecommunications market as an example of two-sided market, the effect of the change in the mobile interconnection rates, on the market price has been analyzed in the context of the waterbed effect. CCEMG method was preferred in this estimation and 41 quarter period data of 21 OECD countries between the years 2005 and 2015 is used.

In the empirical analysis, the cross-sectional dependence of the variables and models forming the panel was tested and a correlation was found between the countries which indicates there is a dependence between the countries. In addition, by homogeneity test, it is concluded that slope parameters are differentiated according to countries. The long-term relationship between the series to be used in the analysis is demonstrated by the cointegration test. Based on these findings, the appropriate method is chosen and the long-term cointegration coefficients are estimated. The coefficients are consistent with expectations and statistically significant.
According to the results, the waterbed effect could not be detected in the mobile telecommunications market in the period analyzed for the related country group and mobile interconnection rates acted as a cost factor and changed the prices in the same direction. The coefficient of income variable is positive and the expectation that the increase in income would increase the price is met. The coefficients of explanatory variables representing quantity, which are the number of subscribers and the penetration rate, are found to be negative as expected and they are observed to act in accordance with economic expectations and two-sided market characteristics. This study can be developed by approaches considering structural breaks in the examination of these markets which are subject to government regulation to a wide extent.
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