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Abstract  Öz 

Binary classification is used to distinguish some of the data elements 
from others in a meaningful way according to certain characteristics.  
Supervised classification techniques often use the ground-truth data, 
which assists to determine the distinctive characteristics of the elements 
to be extracted from the data. These techniques also generate new 
features for all of the data using the current features in accordance with 
the ground-truth data. One of the purposes of generating new features 
is to polarize the data elements (to be extracted and others) toward the 
separate pools on a coordinate axis for binary classification. In this way, 
the binary classification process is easy using only a threshold value on 
the axis. In this work, the Linear Discriminant Analysis (LDA) is used to 
polarize the data and a threshold selection algorithm is proposed, which 
use the harmonic mean F-score values of the binary classification 
outputs resulting from some specific threshold values. The key condition 
in the proposed method is that the most suitable threshold must give the 
best classification score (F-score value) and other threshold values must 
give lower classification scores as they become distant from the best 
threshold value (move away toward the ends of the axis). The proposed 
method is experimented for binary classifications of some meaningful 
elements on a remote sensing image taken from a 2D semantic labelling 
dataset that has the ground-truth images. The proposed method 
convergences the best threshold value continuously in logarithmic time. 

 İkili sınıflandırma, veri elemanlarından bir kısmını belirli 
karakteristiklerine göre diğerlerinden anlamlı bir şekilde ayırmak için 
kullanılmaktadır. Denetimli sınıflandırma teknikleri ise genellikle 
veriden çıkarılacak elemanların ayırt edici karakteristiklerini 
belirlemeye yardımcı olan referans veriyi kullanmaktadır. Bu teknikler 
aynı zamanda mevcut özellikleri kullanarak bütün veri için referans 
veriye uygun olarak yeni özellikler oluşturmaktadır. Yeni özellikler 
oluşturmanın amaçlarından birisi de çıkarılacak veri elemanlarını ve 
diğerlerini ikili sınıflandırma için bir koordinat ekseni üzerinde ayrı 
kutuplara doğru kutuplaştırmaktır. Bu şekilde, sadece bir eksen 
üzerinde eşik değeri kullanarak, ikili sınıflandırma işlemi 
kolaylaşmaktadır. Bu çalışmada, veriyi kutuplaştırmak için doğrusal 
ayrıştırma analizi (DAA) kullanılmış ve bazı belirli eşik değerleriyle elde 
edilen ikili sınıflandırma çıktılarının harmonik ortalama F-score 
değerlerini kullanan bir eşik değeri belirleme algoritması önerilmiştir. 
Önerilen metottaki anahtar durum, en uygun eşik değeri en iyi 
sınıflandırma başarısını (F-score değerini) vermeli ve diğer eşik 
değerleri en iyi eşik değerinden uzaklaştıkça (eksenin iki ucuna doğru 
ilerledikçe) daha düşük sınıflandırma başarısını vermelidir. Önerilen 
metot, referans görüntüleri de içeren bir 2D anlamsal etiketleme veri 
kümesinden alınan bir uzaktan algılama görüntüsü üzerinde bazı 
anlamlı verilerin ikili sınıflandırması için uygulanmıştır. Önerilen metot 
en iyi eşik değerine sürekli zamanlı olarak belirlenen örnekleme 
sayısına ve sonlanma ölçütüne göre logaritmik zamanda 
yakınsamaktadır. 

Keywords: Classification, Threshold, LDA, F-score  Anahtar kelimeler: Sınıflandırma, Eşik değeri, DAA, F-score 

1 Introduction 
In binary classification process, the data elements are grouped 
into two classes [1],[2] as the background and the foreground 
[3]. The foreground consists of the intended data elements to 
be extracted from the data and the background consists of other 
data elements outside the foreground. It is presumed that the 
foreground elements have some distinctive features that 
separate them from the background elements. These features 
may be the attribute values of the data elements, the pattern 
properties between the elements and the shape characteristics 
formed by a combination of some of the elements. In this study, 
we use only individual attribute values of the elements for 
binary classification. 

Linear Discriminant Analysis (LDA) is a supervised method 
which makes easy to discriminate the intended elements from 
the others in the data [4],[5]. LDA uses the attributes of the data 
and assigns a weight value for each attribute; so that the data 
elements which belong to two different classes are polarized to 

two separate ends of the coordinate axis that occurs through 
the new values derived from the sum of the new weighted 
attribute values. In this way, LDA reduces the number of 
attributes of each element to one attribute [6]. For this purpose, 
LDA needs the training data and its ground-truth to define the 
distinctive features of the elements to be separated. The 
threshold selection is an endeavor subject for the binary 
classification of multi-dimensional data in the literature [7],[8]. 
Depending on the new polarized one-dimensional attribute 
values, the threshold value can also be determined easily using 
the training data and its ground-truth. After the weight values 
and the threshold are obtained, these values are applied on the 
test data without using any ground-truth data to obtain the new 
distinctive feature values [3]. 

The polarized data elements allow the use of one threshold 
value in different ways. Saglam and Baykan used the F-score 
values of the binary segmentation outputs resulting from the 
application of every integer in a range as threshold on the LDA 
values which are previously normalized in the range in their 
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study [3]. They firstly normalized the LDA values in the range 
0-255 and discrete the values to integers. After computing the 
F-score values of all 256 threshold values, the best threshold 
value which gives the maximum F-score values is selected as 
the best threshold value. In this study, we converge the best 
threshold value continuously by trying fewer and non-discrete 
values as different from the reference study [3]. 

The proposed method, which allows achieving the best 
threshold, depends on the distribution of the measurement 
values of the classification successes. As the difference between 
the used threshold and the best threshold increases, the 
classification success of the used threshold must decrease. We 
examine some correctness measurements for classification; 
those are Accuracy and F-score [9],[10]. Accuracy is the rate of 
the number of data elements detected as true classes to all the 
data elements. F-score is the harmonic mean of the precision 
and the recall values [11]. F-score value indicates the success of 
one class. We call this detected region as foreground, while the 
remaining region as background. Precision is the rate of the 
true detected foreground region to the entire detected region. 
Recall is the rate of the true detected foreground region to the 
objective foreground region. While evaluating the binary 
classification, it is intended that the two classes (foreground 
and background) must reach the optimum F-score values. In 
literature, the optimum F-score values for multi-classes 
(including binary classification) are widely thought as the F-
score values that give the maximum mean F-score value. In this 
study, we also examined the maximum harmonic mean F-score 
value and used this measurement as classification correctness, 
because this measurement provide the desired condition (a 
hill-climbing F-score distribution) for the proposed method. 
The harmonic mean F-score decreases while the threshold used 
moves away from the best threshold that gives the highest 
harmonic mean F-score. 

We used a high resolution (1996 × 1995 pixels) remote sensing 
image to examine the classification correctness measurements 
and to apply the proposed threshold selection method. Finally, 
we checked that the result of the proposed method roughly 
matches the result of the discrete time method used in the 
reference study. One of the two advantages of the proposed 
method to the discretization approach is to be faster 
convergence to the best threshold value. The other advantage 
is allowing the determination of the convergence degree 
without relying on any discrete values such as integers. 

2 Related works 
In the past years, the threshold selection problems are dealt 
many times to solve different machine learning algorithms 
especially binary and multi-class classification problems. On 
the other hand, many performance measurement methods 
have been also used in many threshold selection algorithms. 

Baldi et al. derived a few learning-based threshold selection 
algorithms by optimizing the correlation coefficient [12]. In 
their study, they used the Accuracy measurement and the 
relation between the reference data and the predictions of the 
probability between 0 and 1 using Hamming and Euclidean 
distances, which reflect the confidence degree of the 
predictions. The algorithms selected the threshold in the range 
0-1. They firstly used the algorithm for binary classification; 
and then, they adapted the algorithm for multi-class problems. 

Freeman and Moisen use a threshold optimizing method, 
instead of using the traditional value 0.5 in the range 0-1, for 

the classification of 13 species on a mountain [13]. They 
optimized 11 thresholds optimization criteria using the 
Accuracy of the surface model. 

Sokolova and Lapalme analyzed 24 performance 
measurements for binary and multi-class classification 
according to their invariance and non-invariance properties 
[11]. They showed that the results of performance 
measurements can depend on the invariance properties of the 
measures. They also analyzed the applicability of performance 
measures on different text classification. They found out that 
the classification requires different performance measures 
depending on the text type to be classified. 

Lipton et al. demonstrated the theoretical and empirical results 
that show the features of the F-score measure for binary and 
multi-class classification [7]. They used the best F-score value 
to specify the threshold for classification. 

Sanchez considered a binary classifier as if the classifier is a 
player in a zero-sum game. [8]. The minimax principle from 
game theory was used to specify the optimal threshold by 
maximizing the Accuracy of the probabilities. 

In this study, a threshold selection algorithm that runs on 
polarized data and uses the harmonic mean F-score values of 
two classes is proposed for binary classification. The binary 
classification can also be adapted for multi-class problems as 
seen in  [3].  

3 The binary classification with LDA 

LDA transfers the data onto a one-dimensional coordinate axis 
by polarizing the data on the two ends of the axis. With the 
polarizing process, the distinguishable feature of the data for 
two classes becomes highest [3]. 

LDA firstly computes the sum of the intra-covariance matrices 
of two classes (𝑪𝒐𝒗𝒊𝒏𝒕𝒓𝒂) as seen in Eq. 1. 

𝑪𝒐𝒗𝒊𝒏𝒕𝒓𝒂 = ∑ (𝒙𝑖 − 𝝁𝑓𝑔)(𝒙𝑖 − 𝝁𝑓𝑔)
𝑇

𝑥𝑖∈𝑓𝑔

+ ∑ (𝒙𝑗 − 𝝁𝑏𝑔)(𝒙𝑗 − 𝝁𝑏𝑔)
𝑇

𝑥𝑗∈𝑏𝑔

 
(1) 

In Eq. 1, 𝒙𝑖  and 𝒙𝑗  represent the attribute vectors of the 

elements of the foreground (𝑓𝑔) and background (𝑏𝑔) classes 
respectively. 𝝁𝑓𝑔 refers the mean attribute vectors of the 

foreground, while 𝝁𝑏𝑔 refers the mean attribute vectors of the 

background. 

After computing 𝑪𝒐𝒗𝒊𝒏𝒕𝒓𝒂, polarizing the two classes requires 
only the calculation in Eq. 2. LDA values are calculated by 
multiplying the attribute value vectors by the vector 𝐰 as seen 
in Eq. 3. 

𝒘 = 𝑪𝒐𝒗𝒊𝒏𝒕𝒓𝒂
−𝟏 (𝝁𝑓𝑔 − 𝝁𝑏𝑔) (2) 

𝐿𝐷𝐴𝑛 = 𝒘. 𝒙𝑛    |   ∀𝒙𝑛 ∈ 𝐷𝑎𝑡𝑎 (3) 

In Eq. 2, the order of 𝝁𝒇𝒈 and 𝝁𝑏𝑔 is important. In the order in 

Eq. 2, the higher LDA values than the threshold value are 
considered as the elements of the foreground as in Eq. 4. If it is 
the reverse, the higher LDA values than the threshold value are 
considered as the elements of the background. 

foreground ⇐ 𝐿𝐷𝐴𝑛 ≥ 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 
background ⇐ 𝐿𝐷𝐴𝑛 < 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 

(4) 
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4 Measurement of the classification accuracy 

In the literature, the measurement of the classification success 
is usually ensured with Accuracy and F-score values. To 
calculating these values, True-Positive (TP), True-Negative 
(TN), False-Positive (FP) and False-Negative (FN) values must 
be calculated as defined in the sources [8],[11]. The regular 
representation of these definitions is presented in Table 1. 

Table 1: The regular representation of the classification 
regions which the elements belong to. 

 Detected Class 

YES NO 

True Class 
YES TP FN 

NO FP TN 

4.1 Accuracy 

Accuracy measurement is one of the best-known classification 
accuracy measurement methods. Due to the fact that accuracy 
focuses only true detected region, it is easy to implementation 
to multi-classification measurement. The general formulation 
of the accuracy is seen as Eq. 5. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (5) 

If we refer the true detected elements of foreground as 𝑇𝑃1 and 
the true detected elements of background as 𝑇𝑃2, the 
implementation of Accuracy to binary classification can be 
calculated as Eq. 6. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃1 + 𝑇𝑃2

𝐴𝑙𝑙 𝑡ℎ𝑒 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠
 (6) 

4.2 Arithmetic mean F-score 
F-score measurement is another measurement method which 
is widely used in the classification field. It considers the false 
detected elements besides the true detected elements. F-score 
(Eq. 7) is the harmonic mean of Precision (Eq. 8) and Recall (Eq. 
9) values. 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 = 2.
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛. 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (7) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (8) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (9) 

F-score measures the success of the classification of one class. 
In multi-class classification, the F-score value is calculated for 
each class. To measure the overall classification, the arithmetic 
mean of the F-scores is commonly used in the literature 
[9],[10]. For the binary classification, the arithmetic mean of the 
F-scores can be calculated in Eq. 10, where 𝐹1 refers the F-score 
of foreground and 𝐹2 refers the F-score of background. 

𝐴𝑟𝑖𝑡ℎ𝑚𝑒𝑡𝑖𝑐 𝑀𝑒𝑎𝑛 𝐹 − 𝑠𝑐𝑜𝑟𝑒 =
𝐹1 + 𝐹2

2
 (10) 

4.3 Harmonic mean F-score 

Another overall F-score measurement approach used in this 
study is the harmonic mean of the foreground F-score (𝐹1) and 
the background F-score (𝐹2) and calculated as in Eq. 11. 

𝐻𝑎𝑟𝑚𝑜𝑛𝑖𝑐 𝑀𝑒𝑎𝑛 𝐹 − 𝑠𝑐𝑜𝑟𝑒 = 2.
𝐹1. 𝐹2

𝐹1 + 𝐹2
 (11) 

5 The data used and the comparisons of the 
measurement methods 

The data used for testing in this study is a high resolution 
(1996 × 1995 pixels) remote sensing image obtained from a 2D 
semantic labeling dataset [14],[15]. The dataset was captured 
over Vaihingen in Germany and carried out by the German 
Association of Photogrammetry and Remote Sensing (DGPF) 
using an Intergraph / ZI DMC used for Digital Aerial Images 
[16]. Each pixel in the image has the attributes IR (infrared), red 
(R), green (G), digital surface maps (DSM) and normalized DSM 
(nDSM) (Figure 1). The image includes the pixels that belong to 
some classes such as “Road”, “Building”, “Vegetation” and 
“Tree”. In this work, we classify this image for binary 
classification; for example, the pixel belongs to “Road” or not. 

 

Figure 1: The image used in this study. 

We first calculated the LDA values of pixels for each class 
separately according to two classes (foreground and 
background). After that, we normalized the LDA values for each 
class to the range 0-255 and discretized them to integers as in 
the former studies. Finally, we computed the classification 
success of each integer in the range 0-255 as a threshold to 
classify the pixels to two classes and selected the threshold that 
gives the highest measurement value as the best threshold 
value. This threshold selection method [3] can be seen as a 
discrete threshold selection method. 

In Table 2, the best threshold values are shown for the different 
classes and measurement methods. Looking the table, the 
threshold values are nearly the same except the class “Tree”. In 
Figure 2, the comparison of the binary segmentation 
classification of the class “Tree” is seen visually. Looking to the 
Figure 2, it is seen that the Accuracy method gives under 
classification, whereas the classification according to 
Arithmetic and Harmonic mean F-score methods give over 
classification for the foreground class of “Tree”. In this case, it 
is difficult to comment on which one is superior. For this reason, 
it can be ignored the difference between the best threshold 
values for measurement selection. 

Table 2: The best discrete threshold values of 0 to 255. 

 Threshold Values 

Measurement 
Method 

Road Build. Veget. Tree 

Accuracy 164 119 189 187 

Arith. Mean F-sc. 163 117 188 177 

Harm. Mean F-sc. 163 117 188 174 
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Figure 2: The comparison of the binary classification if the class “Tree” according to the different measurement methods. 
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In Figure 3, the distribution of the success of discrete threshold 
values according to three measurements methods is presented 
as graphically. Looking to the figures, it can be seen that the 
distribution of the harmonic mean F-score values provides a 
hill-climbing graphic required by the proposed method. 

6 The continuous time threshold selection 
method and an experimental example 

Instead of discretizing the values in the range 0-255 to integers 
and trying all of the integers as a threshold, the proposed 
method provides a continuous time convergence to the best 

threshold method by dividing the measurement distribution 
iteratively. The method needs a hill-climbing distribution, 
namely a decreasing distribution from the best threshold 
toward the two ends of the axis. Therefore, the distribution of 
the harmonic mean F-score measurement is the most suitable 
one among the three measurement methods for the continuous 
time threshold selection method proposed in this study. On the 
other hand, this method seems more reliable than the others; 
because this measurement gives the segmentation success as 
zero, when there is no segmentation where the threshold is one 
of the pool values (e.g. 0 and 255 for the range 0-255). 
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Figure 3.  The distribution of the success of threshold values according to three measurements methods is presented as graphically 
(the arrows indicate that the distributions of harmonic mean F-scores are “hill-climbing”). 
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According to the method, the range containing the best 
threshold value is divided to k fold equally. In this way, k+1 
number of thresholds which represent the borderlines of the 
folds are added to an initially empty list. In first iteration, these 
thresholds are applied and their classification successes are 
measured. The least successful k/2 numbers of thresholds are 
eliminated from the threshold list and new k/2 numbers of 
thresholds in the middle of the consecutive threshold pairs of 
the remaining thresholds are added to the list. In the next 
iteration, the new threshold values are applied for the binary 
classification. When the iteration number reaches the 
predetermined threshold number or the score values of the 
consecutive threshold pairs converge each other as a specified 
tolerance value (a convergence degree), the algorithm ends. 
The threshold that gives the highest score in the last iteration is 
selected as the best threshold. After the first iteration, k/2 
numbers of thresholds are applied to the data in each iteration. 
Determining the value of k is critical, because a very low value 
of k may ignore the best threshold over very peaky 
measurement distributions, while a very high value of k 
increases the execution time of the method. 

In Figure 4 and Table 3, the method is applied for the class 
“Vegetation” onto the data using the harmonic mean F-score 
measurement where k=8. In Table 3, the thresholds which are 
added to the list for the first time in the iteration are colored 
with the same color. 

7 Conclusion 

In this study, we propose a continuous time threshold selection 
method for binary classification on polarized data to be used for 
released process on test data. The method converges to the best 
threshold as much as desired degree without being restricted 
to discrete values and runs in logarithmic time. We firstly 
applied the integers in the range 0-255 as discrete threshold 
values on a remote sensing image and examined their 
distributions of the success scores of the classification 

correctness measurement methods and the best threshold 
values for controlling the robustness of the proposed method 
(Figure 3 and Table 2). Looking the distributions of the 
measurement values, the values decrease from the best 
measurement value towards the worst measurement values. 
This property allows the proposed continuous time threshold 
selection method to converge to the best threshold. When we 
look as this aspect, the method needs data whose elements have 
discriminative features separating them from others, the 
ground-truth of the data and a data discrimination method such 
as LDA. The proposed method is iterative. The method adds 
new thresholds to be applied and eliminates the worst ones in 
each iteration such that the number of the added and removed 
thresholds is varying according to the number of initially 
applied thresholds. We applied the proposed method on the 
data for continuous time threshold value selection and checked 
the continuous time best threshold value on the discrete time 
best threshold values for verification. The method runs 
robustly in a logarithmic time with a suitable k parameter. In 
the feature studies, the method is thought to be part of a multi-
class classification method. 
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